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a b s t r a c t

Friend recommendation in online social networks (OSNs) has recently experienced rapid development
and received much research attention. Existing recommender systems on the basis of the big social
data mostly employ centralized framework, which would cause lots of problems, such as single point
failure, communication bottleneck and so on. Some other studies focus on decentralized framework for
recommendation, however, most of them concentrate on the improvement of recommendation quality,
while underestimating privacy issues, e.g. OSN users’ privacy concerns regarding their social relation-
ships, social attributes, and recommendation profiles. In this paper, we propose a novel decentralized
framework, namely ARMOR, which utilizes OSN users’ social attributes and trust relationships to achieve
the friend recommendation in a privacy-preserving manner. In ARMOR, we adopt a light-weight privacy-
preserving protocol to aggregate the utilities of multi-hop trust chains and compute the recommender
results securely. We also analyze the efficiency of ARMOR in theory and prove that OSN users’ privacy
can be preserved. Finally, we conduct an experiment to evaluate ARMOR over a real-world dataset and
empirical results demonstrate that our ARMOR can effectively and efficiently recommend friends in a
privacy-preserving way.

© 2017 Elsevier B.V. All rights reserved.

1. Introduction

With the rapid development of information technology and
the proliferation of online social interactions, we are witnessing
a widespread popularity of Online Social Networks (OSNs). Similar
to what people usually do in real life, OSN users always try to ex-
tend their social circles in order to satisfy various social demands,
e.g., leisure, business, science, and so on [1].

Friend recommendation is essential for users to enlarge their
social circles in OSNs. According to the recommendation model,
friend recommendation canbe classified into two categories: social
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graphs based, like friends of friends (FoFs); or big social data
based, like tags and blog posts [2]. However, the recommender
system based on big social data is always centralized, where a
service provider is included and may cause the problems of single
point failure and communication bottleneck. What is worse, these
recommendations also ignore the social influence, like trust, which
is a key driver in motivating users to establish friendships [3].

Sharma et al. [4] found that recommendation algorithms based
on FoFs method performed no worse than those based on the full
network, even though the FoFs-based recommendation required
much less data and computational resources. And we consider
that it is more probable a person will know a friend of his friends
rather than a random person [5]. So the decentralized friend
recommender systems based on the FoFs can provide more valu-
able recommendations while consuming less resources. However,
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the decentralized recommender systems also face another com-
monproblem, namely, privacy. For instance, ifwewant to look for a
cardiologist over some professional OSNs, such as PatientsLikeMe,
1 for helpful suggestions and preliminary diagnosis. Without a
privacy-preserving mechanism, requesting the recommendation
from non-close friends or strangers not only reveals our profiles,
but also discloses our private information, such as health condi-
tions and medical information. Even worse, the recommendation
approaches [6,7] which apply identity to recommend strangers
will disclose OSN users’ social relationships to the public, which
impede users from utilizing it, and also decrease the possibility of
establishing the multi-hop trust chain if one of OSN users on the
chain returns a negative result. Therefore, it is crucial to protect
user privacy when utilizing the friend recommendation in OSNs.
Unfortunately, until now there have been limited research efforts
or valuable contributions regarding this aspect. State-of-the-art
work either suffers froman inaccurate recommendation quality [8]
or low efficiency [9,10].

In this paper, we consider the social influence between OSN
users and design a trust-based privacy-preserving framework for
decentralized friend recommendation in OSNs (ARMOR). For AR-
MOR, we design it as a decentralized recommendation framework
and consider the possibility of using OSN users’ social attributes
to establish the multi-hop trust chains based on each context-
aware 1-hop trust relationship in a privacy-preserving manner,
where the trust relationships are formed and strengthened by the
shared social attributes. The main contributions of this paper are
as follows.

• We propose a novel framework, namely ARMOR, which
utilizes OSN users’ social attributes and trust relationships
to develop the friend recommender mechanism in a decen-
tralized manner while preserving the privacy of OSN users’
trust relationships, social attributes, and profiles.

• To protect the privacy information, we adopt a light-weight
privacy-preserving protocol [11] to protect the trust rela-
tionships and enable the recommender to aggregate the
utilities of multi-hop trust chains securely. Similarly, we
also employ the same method to protect OSN users’ social
attributes. In this manner, the users can establish friend-
ships andderive the recommender results by the secure kNN
computations.

• We conduct the analysis of ARMOR in terms of both theory
and practice. The results indicate that ARMOR can respond
to OSN users’ requests efficiently and effectively.

The rest of this paper is organized as follows. Section 2 gives
some related work. In Section 3, we present the system overview
and problem formulation, followed by the details of ARMOR in
Section 4. Section 5 presents the theoretical analysis of privacy and
efficiency. In Section 6, we empirically test the performance of our
framework. Finally, we conclude this paper in Section 7.

2. Related work

In the past few years, friend recommendation has been rec-
ognized as an essential application in OSNs [12]. However, as
users’ privacy becomes increasingly important, traditional friend
recommendation in OSNs is facing a significant challenge, namely
how to protect the privacy of users while achieving the effective
recommendation. In this section, we review the state-of-the-art
researches on friend recommendation and privacy issues in friend
recommendation.

1 http://www.patientslikeme.com/.

2.1. Friend recommendation

The friend recommendation in OSNs can be classified into two
categories: friend recommendation based on FoFs and friend rec-
ommendation based on big social data. In the following, we will
review the related works for the two recommendation model,
respectively.

2.1.1. Friend recommendation based on FoFs
Social information, which is a unique feature of OSNs, is highly

appropriate information for improving the performance of friend
recommender systems. For this reason, many research studies on
exploiting this information have been conducted. Seo et al. [13]
proposed a friendship strength-based personalized recommender
system that recommends topics or interests users might have.
They introduced an appropriatemeasure to calculate the closeness
between users in a social circle, namely, the friend strength. Xu
et al. [14] discovered the preference of users on microblog based
on the information of their connected users. They focused on
filtering out unnecessary connected users to predict the preference
of specific user, as opposed to general approaches finding relevant
users. Rodríguez et al. [15] took into account the interaction and
the social circle information of users to calculate the tie strength
between them. Future, they proposed a personalized model based
on the tie strength to enhance social services. Ma et al. [16]
proposed user recommendations on social network service(SNS)
considering both the relationship in the social circle and the topic
similarity between users. To find good friends in social network,
Moricz et al. [17] designed the MySpace friend recommendation
algorithm, named People You May Know. Sun et al. [18] also
proposed a social event recommendation method that exploits
user’s social and collaborative friendships to recommend events
of interest. Daly and Haahr [19] discussed the establishment of
friendship chains using user’s ‘‘betweenness’’ centrality and user’s
social ‘‘similarity’’ to the recommended user. However, all the
above works failed to consider users’ privacy concerns on both
their profiles and social information.

2.1.2. Friend recommendation based on big social data
The friend recommender system based on big social data col-

lects the input information from all users. Using these informa-
tion, it recommends friends that OSN users may wish to establish
friendships. Yin et al. [20] proposed a user behavior model, namely
temporal context-aware mixture model. They observed rating be-
haviors of users based on two factors: user implicit preferences
and temporal attentions of the whole social circle on the SNS. By
investigating the structure of social networks, Huang et al. [6] cor-
related different ‘‘social role’’ networks, found their relationships
and developed an algorithm for network correlation-based social
friend recommendation. Chen and Fong [21] used collaborative
filtering (CF) algorithm to recommend OSN users on Facebook,
where they analyze the similarity based on users’ interests and
attributes. By taking advantage of sensor-rich smartphones, Wang
et al. [22] collected life styles of users from user-centric sensor
data and designed a novel semantic-based friend recommendation
system for social networks, which recommends friends to users
based on their life styles. To overcome the information overload
problem, Chen et al. [23] proposed a learning-based recommen-
dation method which suggests informative friends to users, where
an informative friend is a friend whose posted updates are liked by
the user. As described above, these friend recommender systems
require a heavy toll for collecting the big social data and computing
the recommender results. What is worse, the above recommen-
dations do not consider the social influence between OSN users.
So these recommendations usually have a lower possibility to
find the target user. Finally, the most serious is that the above
recommender systems also do not consider the privacy of users
during the recommendation.

http://www.patientslikeme.com/
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Table 1
Definitions and notations in ARMOR.

Symbol Definition

Ai,Qj OSN user ui ’s social attributes vector and querier uj ’s queried vector
Fi,j User ui ’s j-th 1-hop friend in OSN
Ri The i-th recommender
Ti,j Trust value that user ui assigns to user uj
ri,j Social intimacy degree between user ui and uj
ρi Role impact factor of user ui
ωT , ωr , ωρ The weights for T , r , and ρ, respectively
Ui,j The aggregated utility that measures the trustworthiness of social trust

path from ui to uj
φ(Ui,j) The utility ratio computed for Ui,j
σi The ID-based signature by user ui
Ti,j,T ′

i,j The random trust value between ui and uj

Ri,j,R′

i,j The random social intimacy degree between ui and uj

ℜi,j[], ℜ
′

i,j[] The random two-tuple role impact between ui and uj

2.2. Privacy issues in friend recommendation

Privacy has attracted an increasing concern. A number of ap-
proaches have been proposed to address identity privacy [24,25],
location privacy [26–28], and search privacy [29–32]. In this paper,
we mainly concern preserving the privacy of OSN users’ social
attributes, profiles, as well as their social relationships [33,34] in
friend recommendation. Based on the existed privacy-preserving
policies, [1,35–37] proposed some privacy management mecha-
nisms to set privacy policies by learning users’ habits in releas-
ing resources in OSN. Polatidis et al. [38] proposed a multi-level
privacy-preserving method for collaborative filtering systems by
perturbing each rating before it was submitted to the recom-
mender server. Li et al. [39] also designed a user group-based
privacy-preserving recommender system for users in OSN, which
organizes users into groupswith diverse interests and allows users
interact with recommender server via interest-specific pseudo.
Similarly, Puglisi et al. [40] introduced tag forgery technology to
hide users’ actual preferences in recommendation process. The
authors in [41,42] also proposed two novel methods based on
cryptography for privacy-preserving social recommendation. In a
strict privacy notion, Chen et al. [43] designed a privacy-preserving
approach based on differential privacy to protect user identity in
social context recommendation. A centralized privacy-preserving
friend recommendation scheme was also presented in [9], where
OSN users applies their attributes to find matched friends and
extends their social circle with strangers. However, all the works
above adopt the centralized architecture and always require a third
party to maintain the system during the process. Additionally,
in [10,44,45], the authors proposed three privacy-preserving so-
lution for user profile matching in social networks. Samanthula
et al. [46] proposed a two-phase private friend recommendation
protocol for recommending friends to a given target user based
on the network structure as well as utilizing the real message
interaction between users. Continuously, the authors in [47] pro-
posed two private friend recommendation algorithms based on
the social network structure and the users’ social tags. To resist
the re-identification attacks, Wang et al. [48] also designed two k-
anonymization algorithms to protect the users’ identities in OSNs.

3. System overview

As discussed above, friend recommendation in OSNs may in-
voke unexpected privacy issues, which is a key bottleneck for the
development and widespread of OSNs. To this end, we design
ARMOR based on a light-weight privacy-preserving protocol to
help OSN users recommend friends and establish multi-hop trust
chains between strangers. In this section, we first present some
preliminaries that serve as the basis of ARMOR, and then present
the system model, threat model and design goals for ARMOR. For
your convenience, the notations used in the sequel are listed in
Table 1.

3.1. Preliminaries

3.1.1. Social attributes
The recommender framework, ARMOR, implements privacy-

preserving friend recommendation based on personal social at-
tributes. These attributes may have specific meanings, such as
disease symptoms [49], interests, locations [50], affiliations, or
friends. In OSNs, each user has a unique vector A ∈ {0, 1}n to
represent his social attributes, and n is the length of the vector. In
particular, the system defines a public attribute set consisting of
d usual attributes, {A1, A2, . . . , Ad

}. In each attribute, we assigns a
unique vector to represent the attribute value, e.g., 0001 denotes
the user is an internist, while 0110 denotes a surgeon.

To recommend friends for querier ui, a similarity score simi,j is
introduced, which is computed as following:

simi,j = Qi · Aj

whereQi is the queried vector of user ui and Aj is the target user uj’s
social attributes vector. To reduce the computation for users, we
use the dot-product of the two vectors to represent the similarity
score. In addition, we assume that users’ social attributes used for
comparing the similarity would uniquely identify some particular
users. So the recommender will find out the most similar target
user to the querier ui.

3.1.2. Quality of trust attributes aggregation
In Service-Oriented Computing (SOC), QoS (Quality of Service)

consists of a set of attributes, used to illustrate the ability of
services to guarantee a certain level of performance. Similar to QoS,
we present a new concept, Quality of Trust [51].

Definition 1 (Quality of Trust (QoT)). [52] is the ability to guarantee
a certain level of trustworthiness in trust propagation along a social
trust path, taking trust (T ), social intimacy degree (r), and role
impact factor (ρ) as attributes.

When recommending the friends in OSN, we consider the trust-
worthiness between users. Sowe introduce theQoT to evaluate the
trustworthiness for the established relationship. In the following,
we present the aggregation methods for QoT attributes in a social
trust chain.

• Trust Aggregation: The trust value between a source
querier and the target user in a social chain can be aggre-
gated based on trust transitivity property [53]. Since trust is
discounted with the increase of transitivity hops, we adopt
the strategy proposed in [54], where if there are k users
u1, u2, . . . , uk in order in a social trust chain (denoted as
p(u1, . . . , uk)), the aggregated trust value is calculated as
following:

T1,k =

∏
(ui,ui+1)∈p(u1,...,uk)

Ti,i+1.
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Fig. 1. Gompertz function.

• Social Intimacy Degree Aggregation: The social intimacy
between users decays with the increasing number of hops
between them in a social trust chain. In addition, the decay
speed of the social intimacy degree is non-linear inOSN [55].
The aggregated r value in chain p(u1, . . . , uk) can be calcu-
lated as following:

r1,k =

∏
(ui,ui+1)∈p(u1,...,uk)

ri,i+1.

• Role Impact Factor Aggregation: In the same society, the
role impact factor of a user does not decay with the increase
of transitivity hops, which is illustrated in [56]. Thus, the
aggregated ρ value of p(u1, . . . , uk) can be calculated as
following:

ρ1,k =

∑k
i=2 ρi

k − 1
.

• Utility Function: In our framework, we introduce the utility
function as the measurement of the trustworthiness of so-
cial trust chain. Considering the QoT attributes T , r , and ρ,
we define the utility function as following:

U1,k = ωT ∗ T1,k + ωr ∗ r1,k + ωρ ∗ ρ1,k

whereωT , ωr , andωρ are theweights for T , r , and ρ, respec-
tively, 0 < ωT , ωr , ωρ < 1 and ωT + ωr + ωρ = 1.

3.1.3. Gompertz function
After computing the utility of the social trust chain, we should

use the aggregated utility to reflect the impact of trustworthiness
on recommendation. So we introduce the Gompertz function [57]
to compute the utility ratio which expresses the trustworthiness
of the trust chain for the recommender results. The Gompertz
function is usually to construct the reputation model and it has
three phases, namely the reputation doubting phase (beginning),
the reputation growing phase (middle), and, lastly, the reputation
stable phase (end). Recall that, we select Gompertz function to pro-
portion the recommender results, because it is more appropriate
to model the trustworthiness during the friend recommendation
in OSN. Gompertz function is formally defined as follows and is
plotted in Fig. 1.

φ(Ui,j) = a × eb×ec×Ui,j

where a, b, and c are function parameters. In particular, a specifies
the upper asymptote, b controls the displacement along the x
axis, and c adjusts the growth rate of the function. The output of
the function, denoted by φ(Ui,j), represents the utility ratio which
user ui assigns to the recommender results with aggregated utility

Fig. 2. System framework of ARMOR.

Ui,j. In this paper, if the querier ui gets the recommender result
with target user uj, which is represented by the similarity, simi,j,
between ui’s social attributes and user uj’s ones, the synthetic
recommender result will be computed as φ(Ui,j) ∗ simi,j when the
querier ui aggregates a utility Ui,j for the social trust chain to uj.

3.2. System model

In this paper, we design the ARMOR based on FoFs and social
influence for users to ask for help directly from their 1-hop friends.
Before describing ARMOR, we formally present a definition of the
general trust-based friend recommendation in OSN as follows.

Definition 2. Given the queried vector Qi of user ui as well as the
corresponding topology G of OSN, the trust-based friend recom-
mendation returns the recommended user uj inG, who is regarded
as the most suitable candidate, by taking into account uj’s social
attributes Aj and the aggregated utilityUi,j for the social trust chain
to uj.

To guarantee the privacy of such recommendation in OSN, all
the privacy information (i.e., Qi, Aj,Ui,j, etc.) should be kept in
secret. In this manner, we can derive the basic components for
our trust-based privacy-preserving friend recommender system as
follows (see in Fig. 2):

• Trusted Authority: Trusted authority is an indispensable
entity which is trusted by all entities. At the beginning of
friend recommendation, it generates and distributes the
secure parameters and private keys for users in OSN.

• Querier: Querier is the user who initiates the friend rec-
ommendation process. For example, he initiates a request
to find a cardiologist over the PatientsLikeMe for helpful
suggestions andpreliminary diagnosis. Hewill first compute
the synthetic recommender results with his 1-hop friends
and then select the most matching one as his first recom-
mender.

• Recommender: Recommender is a user who is 1-hop friend
or stranger to the querier and willing to help the querier ex-
tend the social trust chain. During the recommendation pro-
cess, the recommender will select the next recommender
from his 1-hop friends until obtain the recommended user.

• RecommendedUser:Recommendeduser is the one that the
querier is looking for. Through the friend recommendation
mechanism, the recommended user can be found that he is
the best one to meet the querier’s demand in OSN.
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Fig. 3. The process of recommendation.

3.3. Threat model

In ARMOR, malicious users may participate in OSNs and steal
information in the phases of recommendation and information
delivery. Firstly, we consider the recommenders to be curious-but-
honest. During the recommendation process, the recommenders
may be curious about users’ privacy information, such as social
relationships, social attributes, and recommendation profiles. So
they may strictly follow the protocols executed in the framework
but also violate and disclose users’ sensitive and private infor-
mation. Secondly, external adversaries are also interested in the
information transmitted in the recommendation process. These
adversariesmay forgeOSNusers’ identities and social relationships
to capture the delivered information and that will also result in the
leakage of privacy.

3.4. Design goals

As a privacy-preserving friend recommender system, ARMOR
should fulfill the following requirements.

• Trust-based Recommendation: As the main embodiment
of social influence in OSNs, the trust relationship is highly
appropriate information for improving the performance of
friend recommendation. While recommending friends, we
should consider the utility of the trust chain to obtain a
higher recommendation quality.

• Recommendation Efficiency: Due to the timeliness of rec-
ommendation services, our goal is to design an efficient
friend recommender system to obtain recommender results
as soon as possible. The proposed framework should effi-
ciently recommend friends and cost few extra communica-
tion and computational overheads.

• Privacy Preservation: The proposed mechanism should
achieve the privacy requirements in terms of the following
aspects [9].

1. QoT attributes privacy. We treat the QoT attributes as
private data since it potentially reveals information on
friendships and personal social circles. It requires that
the QoT attributes between two 1-hop friends cannot
be revealed to others during the utility aggregation.

2. Social attributes privacy. Since the social attributes
represent users’ profiles and preferences, directly re-
vealing one’s social attributes would leak his social

Fig. 4. The overall procedure of ARMOR.

privacy. It requires that users’ social attributes can-
not be revealed during the friend recommendation
process.

4. Construction of ARMOR framework

In this section, we present the details of ARMOR. As described
in Section 3.2, the first recommender is found out by the querier
himself. Then the first recommender will look for the next rec-
ommender from his 1-hop friends, and the residue will continue,
which is shown in Fig. 3. Since the search processes for first and
second recommenders are different from others, we divide the
recommendation process into the following three phases: first
privacy-preserving recommendation, second privacy-preserving
recommendation, and residual privacy-preserving recommenda-
tion. The overall procedure is shown in Fig. 4.

4.1. First privacy-preserving recommendation

In this phase, the querier will start the friend recommendation
and look for the first recommender. During the process, we use
u0 to represent the querier, Q to represent u0’s queried vector, A
to represent user’s social attribute vector, R1 to represent the first
recommender, and F0,j to represent u0’s j-th 1-hop friend. Firstly,
the querier u0 aggregates the utilities for his 1-hop friends. And
then, the similarities between u0 and his 1-hop friendswill be com-
puted in a privacy-preserving manner. Generally, we assume that
each OSN user has m 1-hop friends. Before the utility aggregation,
the querier u0 should set the aggregate weights ωT , ωr , and ωρ ,
ωT + ωr + ωρ = 1.

Step-I: While aggregating the utilities for his 1-hop friends, the
querier u0 owns all the QoT attributes. So he can aggregate the
utilities directly as following:

U0,F0,j = ωT ∗ T0,F0,j + ωr ∗ r0,F0,j + ωρ ∗ ρF0,j

where j ∈ [1,m]. After that, the querier u0 gets a utility vector for
his 1-hop friends and we define it as U1 ∈ Rm.

Step-II: Then, we compute the similarities with u0’s 1-hop friends
through a light-weight privacy-preserving protocol [11]. Given
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security parameters k1, k2, k3 and k4, two large primes p and α2,
such that |p| = k1, |α2| = k2, a large random number s2 ∈ Zp, and
n + 2 random numbers ev, v = 1, 2, . . . , n + 2, with |ev| = k3. To
preserve the privacy, we also set qn+1 = qn+2 = 0. For each qv ∈ Q ,
v ∈ [1, n + 2], the querier u0 calculates it as follows:

fv =

{
s2(α2qv + ev) mod p, qv ̸= 0
s2ev mod p, qv = 0 .

All fv, v ∈ [1, n + 2], form a new vector F ∈ Rn+2. Afterward, the
querier u0 sends F and parameter α2 to each of his 1-hop friend.

Step-III: When u0’s j-th 1-hop friend F0,j, j ∈ [1,m], receives the
random queried vector F , he will extend his social attributes and
set aj,n+1 = aj,n+2 = 0. Then, for each aj,v ∈ A, v ∈ [1, n + 2], F0,j
aggregates the social attributes as follows:

dj,v =

{
aj,vα2fv mod p, aj,v ̸= 0
wj,v fv mod p, aj,v = 0

where wj,v is a random number, with |wj,v| = k4. After that, F0,j

calculates the random similarity as Dj =
∑n+2

v=1dj,v mod p and
sends Dj back to u0.

Step-IV: When receiving the random similarities from his 1-hop
friends, u0 will conduct the following for j ∈ [1,m]:

sim0,F0,j =
s2−1Dj − s2−1Dj mod α2

2

α2
2 =

n∑
v=1

qvaj,v.

Step-V: Because the utility for each 1-hop friend has been ag-
gregated, the querier u0 will directly compute the utility ratios
in accordance with the Gompertz Function [57] and we represent
the ratio for j-th 1-hop friend as φ(U0,F0,j ), j ∈ [1,m]. Then the
querier u0 calculates the synthetic recommender results as P0,j =

φ(U0,F0,j ) ∗ sim0,F0,j , j ∈ [1,m]. According to the synthetic results,
u0 will select the most matching 1-hop friend as the first recom-
mender, represented as R1, and set the corresponding synthetic
result as P1.

4.2. Second privacy-preserving recommendation

When the querier u0 finds out the first recommender, he will
look for the next recommender from R1’s 1-hop friends. In the fol-
lowing phases, the utilities and similarities must be aggregated in
a privacy-preserving manner. We define the second recommender
as R2 and look for him in the following way:

Step-I: Given a large prime α1, such that |α1| = k2, a large random
number s1 ∈ Zp, and four random numbers c1, c2, c3, c4, with
|c1| = |c2| = |c3| = |c4| = k3. For the QoT attributes which are
assigned to first recommender, the querier u0 calculates them as
follows:{

T0,1 = s1(α1ωTT0,1 + c1) mod p
R0,1 = s1(α1ωr r0,1 + c2) mod p
ℜ0,1 = s1(α1ωρρ1 + c3) mod p

where T0,1, r0,1, ρ1 represent theQoT attributeswhich are assigned
to R1 by querier u0.

Step-II: To aggregate the role impact correctly, we also introduce
a parameter 1 to form a two-tuple with ρ1 and random it as
following:

ℜ0,1[1] = s1(α1ωρ + c4) mod p.

So the random two-tuple role impact can be rewritten as ℜ0,1 =

{s1(α1ωρρ1 + c3) mod p, s1(α1ωρ + c4) mod p}. After that, the
querier u0 keeps s−1

1 mod p secret and sends the random QoT

attributes {T0,1,R0,1, ℜ0,1} and α1 to recommender R1 to help to
aggregate the utilities for R1’s 1-hop friends.

Step-III: In ARMOR, the recommender R1 owns all the QoT at-
tributes of his 1-hop friends, T1,j, r1,j, ρF1,j , j ∈ [1,m]. To guar-
antee the aggregation correctly, we also extend the role impact
to {1, ρF1,j}, j ∈ [1,m]. While receiving the random attributes
from u0, the recommender R1 will aggregate the QoT attributes as
follows, j ∈ [1,m]:⎧⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩

T ′

2,j = T0,1 ∗ T1,j = s1T1,j(α1ωTT0,1 + c1) mod p
T2,j = T0,1 ∗ α1T1,j = s1α1T1,j(α1ωTT0,1 + c1) mod p
R′

2,j = R0,1 ∗ r1,j = s1r1,j(α1ωr r0,1 + c2) mod p
R2,j = R0,1 ∗ α1r1,j = s1α1r1,j(α1ωr r0,1 + c2) mod p
ℜ

′

2,j[0] = ℜ0,1 · {1, ρF1,j} = (s1(α1ωρρ1 + c3)
+ s1ρF1,j (α1ωρ + c4)) mod p

ℜ
′

2,j[1] = s1(α1ωρ + c4) mod p

ℜ2,j =
ℜ0,1 · α1{1, ρF1,j} mod p

2
=

(s1α1(α1ωρρ1 + c3) + s1α1ρF1,j (α1ωρ + c4)) mod p

2

.

Then the random utility can be aggregated as following, j ∈

[1,m]:

UR
0,F1,j

= (T2,j + R2,j + ℜ2,j) mod p

= s1

(
α2
1

(
ωTT0,1T1,j + ωr r0,1r1,j + ωρ

ρ1 + ρF1,j

2

)
+ α1

(
c1T1,j + c2r1,j +

c3 + c4ρF1,j

2

))
mod p.

Afterward, we define the random aggregated utilities as UR
2 ∈ Rm.

Step-IV: During the last recommendation, the querier u0 has sent
the random queried vector F and parameter α2 to R1. In addition,
when it is determined that R1 is the first recommender, u0 will also
send the synthetic resultP1 to him.When computing the similarity
scoreswith his 1-hop friends, R1 sends F andα2 to each of his 1-hop
friend. And simultaneously, R1 will also sendUR

2 to querier u0. After
that, all the 1-hop friends F1,∗ will extend their social attributes
and aggregate them as follows, j ∈ [1,m], aj,v ∈ A, v ∈ [1, n + 2]:

dj,v =

{
aj,vα2fv mod p, aj,v ̸= 0
wj,v fv mod p, aj,v = 0

where wj,v is a random number generated by F1,j with |wj,v| = k4.
F1,j calculates Dj =

∑n+2
v=1dj,v mod p and sends Dj back to R1.

Step-V: After receiving the random aggregated utilities UR
2 , the

querier u0 will conduct the following for j ∈ [1,m]:

U0,F1,j =

s−1
1 ∗ UR

0,F1,j
− s−1

1 ∗ UR
0,F1,j

mod α2
1

α2
1

= ωTT0,1T1,j + ωr r0,1r1,j + ωρ

ρ1 + ρF1,j

2
.

We represent the above computed utilities as U2 ∈ Rm. And
after that, u0 will also compute the utility ratio and send s−1

2 φ(U2)
to R1.

Step-VI: When receiving the information from 1-hop friends and
u0, R1 will synthesize the recommender results as following, j ∈

[1,m]:

P1,j =
s−1
2 φ(U0,F1,j ) ∗ Dj − (s−1

2 φ(U0,F1,j ) ∗ Dj) mod α2
2

α2
2

=

n∑
v=1

qvaj,v.
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According to the above synthetic results, R1 will select themost
matching 1-hop friend and compare his synthetic result with P1.
If P1 is less, we will set this user as the second recommender and
set the corresponding synthetic result asP2. Otherwise, we believe
that R1 is the recommended user for u0 in OSN.

4.3. Residual privacy-preserving recommendation

If R1 is not the recommended user, R2 has to continue the rec-
ommendation process and judgeswhether he is the recommended
one. Because the remainder recommendations are conducted in
the sameway,we assume that recommenderRi−1, i ≥ 2, sets his h-
th 1-hop friend as the i-th recommender in last recommendation,
represented as Ri. Then, Ri−1 sends the aggregated QoT attributes
{T ′

i,h,R
′

i,h, ℜ
′

i,h},Pi, and parameter α1 to Ri. After that, Ri look for
the next recommender as follows:

Step-I: When receiving the information from Ri−1, the recom-
mender Ri will aggregate the QoT attributes for each of his 1-hop
friend as follows, j ∈ [1,m]:⎧⎪⎪⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎪⎪⎩

T ′

i+1,j = T ′

i,h ∗ Ti,j
Ti+1,j = T ′

i,h ∗ α1Ti,j
R′

i+1,j = R′

i,h ∗ ri,j
Ri+1,j = R′

i,h ∗ α1ri,j
ℜ

′

i+1,j[0] = ℜ
′

i,h · {1, ρFi,j}

ℜ
′

i+1,j[1] = s1(α1ωρ + c4) mod p
ℜi+1,j = ℜ

′

i,h · α1{1, ρFi,j}/(i + 1)

.

Then, the above equations can be conducted as follows, j ∈ [1,m]:⎧⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩

T ′

i+1,j = s1Ti,j
i−1∏
l=1

Tl,l+1(α1ωTT0,1 + c1) mod p

Ti+1,j = s1α1Ti,j
i−1∏
l=1

Tl,l+1(α1ωTT0,1 + c1) mod p

R′

i+1,j = s1ri,j
i−1∏
l=1

rl,l+1(α1ωr r0,1 + c2) mod p

Ri+1,j = s1α1ri,j
i−1∏
l=1

rl,l+1(α1ωr r0,1 + c2) mod p

ℜ
′

i+1,j[0] =

(
s1

(
α1ωρ

(
i∑

l=1

ρl + ρFi,j

)
+ c3

)

+ s1c4

(
i∑

l=2

ρl + ρFi,j

))
mod p

ℜ
′

i+1,j[1] = s1(α1ωρ + c4) mod p

ℜi+1,j =

(
s1

(
α1

2ωρ

∑i
l=1 ρl + ρFi,j

i + 1

+
α1(c3 + c4(

∑i
l=2 ρl + ρFi,j ))

i + 1

))
mod p

.

Step-II:After that, the randomutilities fromquerieru0 toRi’s 1-hop
friends can be aggregated as following, j ∈ [1,m]:

UR
0,Fi,j

= (Ti+1,j + Ri+1,j + ℜi+1,j) mod p

= s1

(
α2
1

(
ωTTi,j

i−1∏
l=0

Tl,l+1 + ωr ri,j
i−1∏
l=0

rl,l+1

+ ωρ

∑i
l=1 ρl + ρFi,j

i + 1

)
+ α1

(
c1Ti,j

i−1∏
l=1

Tl,l+1

+ c2ri,j
i−1∏
l=1

rl,l+1 +
c3 + c4(

∑i
l=2 ρl + ρFi,j )

i + 1

))
mod p.

The aggregated results are denoted as UR
i+1 ∈ Rm.

In the following, the recommender Ri will compute the sim-
ilarities and synthetic results in the privacy-preserving manner.
Because the processing procedure is similar with the Steps-IV–VI
in Section 4.2, so we will not repeat the description here.

Since the above calculations contain mod operation, so we
should define the following constraints for j ∈ [1,m] to guarantee
the correct result. If not, we will lose the quotients in mod opera-
tion, resulting in incorrect result.⎧⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩

p > s1α1Ti,j
i−1∏
l=1

Tl,l+1(α1ωTT0,1 + c1)

p > s1α1ri,j
i−1∏
l=1

rl,l+1(α1ωr r0,1 + c2)

p > s1

(
α1

2ωρ

∑i
l=1 ρl + ρFi,j

i + 1
+

α1(c3 + c4(
∑i

l=2 ρl + ρFi,j ))

i + 1

)
p > s−1

2 φ(U0,Fi,j ) ∗ Dj

α1 > c1Ti,j
i−1∏
l=1

Tl,l+1 + c2ri,j
i−1∏
l=1

rl,l+1 +
c3 + c4(

∑i
l=2 ρl + ρFi,j )

i + 1

α2
2 >

∑
aj,v ̸=0

φ(U0,Fi,j )evaj,vα2 +

∑
qv ̸=0,aj,v=0

φ(U0,Fi,j )wj,v

(qvα2 + ev) +

∑
qv=0,aj,v=0

φ(U0,Fi,j )evwj,v

.

To resist the outside forgery attack, we also introduce the
ID-based signature to verify the truthfulness of the information.
During the process of the interaction, we sign the information to
ensure that the interacting users are legitimate people within the
OSN rather than external attackers. For example, the querier u0 can
verify that the signatured information σRi (U

R
i+1) was not sent by the

real recommender Ri. Similarly, the adjacent recommenders can
also guarantee the authenticity of interaction in the same way. In
summary, we show the detailed process of utility aggregation and
friend recommendation in Fig. 5, where u0 and Ri−1 in the lower
right corner of the sent messages represent that these messages
are sent by u0 or Ri−1.

5. Theoretical analysis

In this section, we theoretically show that ARMOR fulfills the
privacy and efficiency requirements illustrated in Section 3.4.

5.1. Privacy preservation

To study the security of ARMOR, we adopt a simulation
model [58,59] that is defined in secure two-party protocols for
semi-honest adversaries and widely used to prove the security of
multi-party protocols. Intuitively, we say a protocol is secure if
each party participating in it can be computed based on its input
and output only. We require that a party’s view in a protocol
execution is simulated only when the input and output are given.
This implies that the parties learn nothing from the execution of
the protocol itself.

Theorem 1. The friend recommendation in ARMOR is secure in
curious-but-honest model.

Proof. The proof is given in Appendix.
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Fig. 5. Utility aggregation and friend recommendation.

5.2. Efficiency analysis

In this section, we study the communication costs in ARMOR.
During the recommendation, we assume that each user has m 1-
hop friends. At the beginning of utility aggregation, u0 can finish
the first aggregation himself, which costs 0 to transmit. In the
second aggregation, u0 processes R1’s QoT attributes and spends
O(1) to transmit the processed QoT attributes to R1. Afterward,
R1 aggregates the utilities for his 1-hop friends and sends the
aggregated results to u0, which costs O(m). Then, in the residual
aggregations, Ri−1 sends the previous aggregated QoT attributes to
Ri, which spends O(1), and Ri costs O(m) to transmit the aggregated
utilities to u0. We assume that there are k utility aggregations in
the social trust chain to recommended user. So the total commu-
nication cost for utility aggregation is O((k − 1) ∗ m). Notably,
a traditional scheme without any privacy-preserving technique
also requires O((k − 1) ∗ m) communication overhead in utility
aggregation.

When u0 aggregates the social attributes, he will send his ran-
dom queried vector to his 1-hop friends F0,∗ in first recommenda-
tion, which costs O((n + 2) ∗ m) to transmit. Then, F0,∗ aggregate
their social attributes and spend O(m) to transmit the random
similarities to u0. In the residual recommendation, Ri will compute
the similarities with his 1-hop friends, which spends O((n + 2) ∗

m+m) to transmit information interactively. After that, u0 will also
spend O(m) to send the computed utility ratio to Ri. If the social
trust chain still owns k recommenders, the total communication
cost for social attributes aggregation isO(k(n+4)∗m−m). Notably,
the total communication cost of a traditional scheme without any
privacy-preserving technique for social attributes aggregation is
also O(k(n + 4) ∗ m − m).

6. Performance evaluation

In this section, we present a series of empirical results of AR-
MOR conducted over a real-world dataset, which indicate that
ARMOR can effectively and efficiently fulfill the design goals de-
scribed in Section 3.4. The experiments were conducted on a ma-
chine with a 3.2 GHz quad-core processor and 8GB RAM.

Dataset. We adopt a real dataset which contains the Face-
book networks for 100 colleges and universities [60]. Based on

Table 2
Facebook dataset.

University name Reed Caltech Haverford

Number of users 962 769 1446
Number of existing friendships 37624 33312 119178
Number of possible friendships 924482 590592 2089470
Social attributes used/total 7/7 7/7 7/7

that, we select three university OSNs to evaluate the perfor-
mance of our ARMOR and highlight the social contents of OSNs in
Table 2.

6.1. Recommendation quality

In the experimental evaluation, we mainly focus on analyzing
the recommendation quality and reachability between two arbi-
trary users in the Facebook dataset. Tomeasure the quality, we first
randomly select 200 users from the above three university OSNs
and extract their 50% friendships which are viewed as the ground-
truth, respectively. Then we compute their average accuracy and
reachability after 20000 simulated recommendation processes.
The following measurement metrics are used for accuracy evalu-
ation:

• Recommendation precision Rp. The average of precisions for
the recommendations over 200 randomly selected users.

Rp =

∑
i |Fi ∩ Gi| /|Fi|

200
where |·| denotes the number of elements in the set, Fi
denotes the established friendships by the recommenda-
tion, Gi denotes the true friendships of selected user ui. In
another word, the numerator is in fact the sum of precisions
(i.e.,

∑
i |Fi ∩ Gi| /|Fi|) over all selected users, and the dom-

inator is 200 because Rp is the average of 200 users in one
experiment.

• Recommendation recall Rr . The average of recalls for the
recommendations over 200 randomly selected users.

Rr =

∑
i |Fi ∩ Gi| /|Gi|

200
.
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Fig. 6. Comparison of recommendation quality.

Fig. 7. Comparison of reachability.

We also use the following metric to evaluate the reachability
between users:

0 =

∑
i∈[1,num],j∈[1,num],i̸=j εij

num ∗ (num − 1)
where num is the Number of users, and εij is the 1-hop relationship
between user ui and uj in the OSN. If there is a 1-hop relationship
between ui and uj, εi,j will be set to 1, otherwise set to 0. For the
existing relationships andpossible relationships,we consider them
as asymmetric pairwise relationships.

First of all, we carry out the analysis on the recommendation
quality of ARMOR based on the collected dataset and compare it
with other recommendationmechanisms.Wemainly compare our
frameworkwith the ID-based recommendation approach [7] and a
privacy-preserving recommendation approach in [9]. As shown in
Fig. 6, the precision–recall curves represent the recommendation
quality of three recommendation mechanisms. From the evalua-
tion results, we find that our ARMOR owns the highest recommen-
dation quality, as it exhibits the largest AUC(area under the curve).
Since the traditional ID-based recommendation mechanism only
considers the matching of identity, it has the worst recommen-
dation quality. Similarly, the recommendation approach in [9]
neglects the influence of trust-chain utility on the recommender
results, it also has a poorer recommendation quality. In addition,
with the varying of recall Rr , the precision Rp will decrease on the
whole. The reason for this is that the querier establishes many
friendships outside the recommendation chains during the recom-
mendation process, which will increase the reachability between
users andmake it easier for users to recommend. So the established
friendships in true set Gwill account for a less proportion with the
processing of recommendation.

In the following, we also compare the reachability of ARMOR
with the non-recommendation performance (as the baseline) and
the above referred two recommendation mechanisms. We ana-
lyze the reachability based on the collected datasets from three
universities: Reed College, California Institute of Technology, and
Haverford College. As shown in Fig. 7, the non-recommendation
only owns the reachability as 4.07 percent, 5.64 percent, and 5.7
percent in three datasets. In addition, since traditional ID-based
recommendation mechanism lacks of the ability of extending rec-
ommendation chains,it has the lowest reachability as 41.65 per-
cent, 31.15 percent, and 43.21 percent, respectively. The recom-
mendation scheme in [9] has the best performance and our ARMOR
is a little bit inferior. The reason for that is our framework considers
the aggregated utility into the synthetic recommender results and
that will filter out some ‘‘unqualified’’ recommenders. So some
friendships will not be established and the reachability is lower.

Among all the trust chains established between OSN users, we
also investigate the reachability with the increasing of recom-
menders and the distribution of the number of recommenders
on each trust chain. As shown in Fig. 8, with the increasing of
recommenders in trust chain, the reachability will also increase
quickly and reach the stabilization when the trust chain ends.
While a new recommender is found, many new friendships will
be established between the querier and users. However, rare rec-
ommendations can reach the 5 or 6 hops, so the reachabilities will
increase slowly in the end. This phenomenon is strictly consistent
with the well-known theory, namely 6-degree of separation [61].
Additionally, from the evaluation results in Fig. 8, we also find
that most of the recommendations only need three or four hops
and most of the newly established trust chains require less than
four hops to complete the recommendation process, which are
95.45 percent, 98.29 percent, and 94.85 percent for Reed, Caltech,
and Haverford, respectively. That just coincides with the realistic
situation of friendships in OSNs [62].

6.2. Recommendation efficiency

To test the efficiency of our ARMOR, we first discuss the com-
putation costs for the three datasets by varyingwith the number of
recommenders. Thenwe take the Haverford dataset as an example
to discuss the computation cost of ARMOR in different stages. Vary-
ing with the number of users in OSN, we evaluate the run time of
four stages in ARMOR for once recommendation process, including
the run time for computing the random aggregated utility (@Ri),
the run time for computing utility ratio (@u0), the run time for
aggregating the social attributes (@1-hop friends), and the run time
for synthesizing the recommender results (@Ri). It should be noted
that all the timing reported are averaged over 200 randomized
runs. The evaluation results are shown in Fig. 9.

In Fig. 9(a), we plot the run time of the recommendation by
varying with the number of recommenders. The simulation results
show that the computation cost clearly increase with the number
of recommenders. As the number of recommenders increases,
more and more users will join the recommendation and ARMOR
will take more time to compute the utilities and the recommender
results. Additionally, we also find that ARMOR always takes more
time on Haverford dataset than the remaining two datasets. The
reason for that is Haverford has more users in the dataset and
each user may have more 1-hop friends to aggregate the utilities
and the social attributes. So our ARMOR will spend more time on
recommendation for the users in Haverford dataset.

In Fig. 9(b), we plot the run time of the stages for once recom-
mendation by varying with the number of users. The simulation
results show that the run time for aggregating utility by Ri and for
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(a) Reachability and probability for reed. (b) Reachability and probability for Caltech. (c) Reachability and probability for Haverford.

Fig. 8. Reachability and distribution against the number of recommender.

(a) Computation cost against the number of recom-
menders.

(b) Computation cost for the four stages.

Fig. 9. The efficiency evaluation of ARMOR.

aggregating the social attributes by 1-hop friends clearly increase
with the number of users in dataset. The reason for this is that
the change in the number of users will lead to that of Ri’s 1-hop
friends. Therefore, Ri has to spend more time on aggregating the
utilities when he has more 1-hop friends. Similarly, more 1-hop
friends means that our ARMOR needs more time to aggregate the
social attributes. However, the run time for computing utilities
ratio and for synthesizing recommender results are less effected
by the increasing of users and just increase a little slowly. The
reason for that is querier u0 and recommender Ri only need to per-
form a simple calculation to get the results. Hence, although more

1-hop friends join the recommendation, the impact on them is
minimal.

Finally, we also discuss the efficiency of ARMOR along with the
privacy-preserving recommendation approach in [9]. Our ARMOR
only requires a maximum of 206 ms to recommend friends in
the privacy-preserving manner when using the Haverford dataset.
However, the mechanism in [9] required more than 700 ms to
establish the friendships at the beginning and they neededmore to
complete the total process. Therefore, based on the above analysis,
we are convinced that our ARMOR is sufficiently efficient to answer
the requests of queriers.

7. Conclusion

The disclosure of user profiles and social attributes in social
recommendation seriously threats user’s personal privacy. In this
paper, we presented a novel solution, namely ARMOR, to address
the grand challenges in privacy-preserving friend recommenda-
tion in OSNs. In ARMOR,we utilized theOSNusers’ social attributes
and trust relationships to achieve the friend recommendation in
a decentralized manner. Then, to protect the privacy of users, we
adopted a light-weight privacy-preserving protocol to random the
trust relationships and social attributes and derived the recom-
mender results by the secure kNN computations. Moreover, we
evaluated the effectiveness and performance of ARMOR, the results
of which indicate that ARMOR is an effective and efficient solution.
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Appendix. Proof of Theorem 1

Before the proof, we divide the friend recommendation process
into two phases: privacy-preserving utility aggregation (Phase A)
and privacy-preserving similarity computation (Phase B). So we
will proof the security of these two phases respectively.
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Phase A Construct a simulator S1u0 that can simulate a view
indistinguishable from the real view of u0, Vπ1

u0 (T0,1, r0,1, ρ1,

ωT , ωr , ωρ, k1,2,3,4, p; s1, α1, c1,2,3,4;UR
0,Fi,j

). Here, S1u0 conducts the
following:

1. Pick random numbers s̃1, α̃1, c̃1,2,3,4.
2. Generatem random numbers: ŨR

0,Fi,j
, j ∈ [1,m].

3. Output: (T0,1, r0,1, ρ1, ωT , ωr , ωρ, k1,2,3,4, p; s̃1, α̃1, c̃1,2,3,4;

ŨR
0,Fi,j

).

We define the following hybrids:

• H0 = Vπ1
u0 (T0,1, r0,1, ρ1, ωT , ωr , ωρ, k1,2,3,4, p)

• H1 = (T0,1, r0,1, ρ1, ωT , ωr , ωρ, k1,2,3,4, p; s̃1, α̃1, c̃1,2,3,4;
UR
0,Fi,j

)
• H2 = S1u0 (T0,1, r0,1, ρ1, ωT , ωr , ωρ, k1,2,3,4, p;UR

0,Fi,j
)

Given that {s̃1, α̃1, c̃1,2,3,4} are generated according to the same
distribution as {s1, α1, c1,2,3,4}, the hybrids H0

c
≡ H1. Similarly, the

distribution of ŨR
0,Fi,j

andUR
0,Fi,j

are exactly the same, and the light-

weight privacy-preserving protocol is secure, thusH1
c
≡ H2. Hence,

we show that Vπ1
u0

c
≡ S1u0 .

Then, a simulator S1Ri is constructed that can simulate a view in-
distinguishable fromRi’s real viewVπ1

Ri
(Ti,j, ri,j, ρFi,j; T

′

i,h,R
′

i,h, ℜ
′

i,h,

α1). Here, S1Ri conducts the following:

1. Generate three random numbers: T̃ ′

i,h, R̃
′

i,h, ℜ̃
′

i,h.
2. Generate a random parameter α̃1.
3. Output:(Ti,j, ri,j, ρFi,j; T̃

′

i,h, R̃
′

i,h, ℜ̃
′

i,h, α̃1), j ∈ [1,m].

We define the hybrids H0 = Vπ1
Ri

(Ti,j, ri,j, ρFi,j; T
′

i,h,R
′

i,h,

ℜ
′

i,h, α1) and H1 = (Ti,j, ri,j, ρFi,j; T̃
′

i,h, R̃
′

i,h, ℜ̃
′

i,h, α̃1).
Given that {T̃ ′

i,h, R̃
′

i,h, ℜ̃
′

i,h, α̃1} are generated according to the
same distribution as{T ′

i,h,R
′

i,h, ℜ
′

i,h, α1}, and that the light-weight
privacy-preserving protocol is secure, the hybrids H0

c
≡ H1. Hence,

Vπ1
Ri

c
≡ S1Ri .

Phase B Construct a simulator S2u0 that simulate a view indistin-
guishable from u0’s real view Vπ2

u0 (Q , φ(Ui), k1,2,3,4, p; s2, α2, ev),
v ∈ [1, n + 2]. Here, S2u0 conducts the following:

1. Pick random numbers s̃2 and α̃2.
2. Generate n + 2 random numbers ẽv, v ∈ [1, n + 2].
3. Output: (Q , φ(Ui), k1,2,3,4, p; s̃2, α̃2, ẽv), v ∈ [1, n + 2].

We define the following hybrids:

• H0 = Vπ2
u0 (Q , φ(Ui), k1,2,3,4, p)

• H1 = (Q , φ(Ui), k1,2,3,4, p; s̃2, α̃2, ẽv), v ∈ [1, n + 2]
• H2 = S2u0 (Q , φ(Ui), k1,2,3,4, p; F )

Given that {s̃2, α̃2, ẽv}, v ∈ [1, n + 2], are generated with the
same distribution as {s2, α2, ev}, v ∈ [1, n + 2], the hybrids H0

c
≡

H1. Because the security of the light-weight privacy-preserving
protocol, we also have H1

c
≡ H2. Thus, Vπ2

u0

c
≡ S2u0 .

Next, we construct a simulator S2Ri that simulate a view indis-
tinguishable from Ri’s real view Vπ2

Ri
(F , α2,Pi; s−1

2 φ(Ui),Dj), j ∈

[1,m]. Here, S2Ri conducts the following:

1. Generate a random number ˜s−1
2 φ(Ui).

2. Generatem random number D̃j, j ∈ [1,m].

3. Run the protocol and output: (F , α2,Pi;
˜s−1
2 φ(Ui), D̃j), j ∈

[1,m].

We define the following hybrids:

• H0 = Vπ2
Ri

(F , α2,Pi)

• H1 = S2Ri (F , α2,Pi;
˜s−1
2 φ(Ui), D̃j), j ∈ [1,m]

Given that ˜s−1
2 φ(Ui) and D̃j, j ∈ [1,m] are generated as the

distribution of s−1
2 φ(Ui) andDj, j ∈ [1,m], and that the light-weight

privacy-preserving protocol is secure, we have H0
c
≡ H1. Thus,

Vπ2
Ri

c
≡ S2Ri .

Finally,we construct a simulator S2Fi,j
that simulate a view indis-

tinguishable fromFi,j’s real view Vπ2
Fi,j

(A; wj,v; F , α2), v ∈ [1, n+2].
Here, S2Fi,j

conducts the following:

1. Generate n + 2 random numbers w̃j,v, v ∈ [1, n + 2].
2. Generate a n+2 random vector F̃ and a random number α̃2.
3. Run the protocol with w̃j,v, F̃ and α̃2, v ∈ [1, n + 2].
4. Output: (A; w̃j,v; F̃ , α̃2), v ∈ [1, n + 2].

Then, the hybrids are defined as follows:

• H0 = Vπ2
Fi,j

(A)
• H1 = (A; w̃j,v), v ∈ [1, n + 2]
• H2 = S2Fi,j

(A; w̃j,v; F̃ , α̃2), v ∈ [1, n + 2]

Given w̃j,v, v ∈ [1, n + 2], generated as the distribution of
wj,v, v ∈ 1, n + 2, we have H0

c
≡ H1. Then, through the security

of light-weight privacy-preserving protocol and the same distribu-
tion of {̃F , α̃2} with {F , α2}, we have H1

c
≡ H2. Hence, Vπ2

Fi,j

c
≡ S2Fi,j

.
To summarize, no adversary can distinguish the simulators’

views from their own real ones. So we can ensure that the QoT
attributes between two 1-hop friends cannot be revealed to others
in Phase A and the social attributes are not exposed in Phase B.
Therefore,we claim that no adversary can obtain theQoT attributes
and social attributes in the friend recommendation andourARMOR
is secure. □
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