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a b s t r a c t

With the widespread use of location-based services (LBS), the number of trajectories gathered by
location service providers is dynamically growing. On the one hand, mining and analyzing these
spatiotemporal trajectories can help to work out a mobile-related strategic planning; on the other hand,
knowledge of each trajectory can be used by adversaries to identify the user's sensitive information and
lead to an unpredictable harm. The concept of trajectory k-anonymity extends from location k-anonymity
that has been widely used to address this issue. The main challenge of trajectory k-anonymity is the
selection of a trajectory k-anonymity set. However, existing anonymity methods ignore the trajectory
similarity and direction, assuming that it has little impact on privacy. Thus, it cannot provide a preferable
trajectory k-anonymity set. In this paper, we propose to use trajectory angle to evaluate trajectory
similarity and direction, and construct an anonymity region on the basis of trajectory distance.
Considering the various preference settings on the proportion of trajectory privacy and data utility in
different scenarios, we propose a personalized anonymization model to select the trajectory k-anonymity
set. Experiment results prove that our method can provide an effective trajectory k-anonymity set under
various proportions of trajectory privacy and data utility requirements, while the efficiency just reduces a
little.

& 2013 Elsevier Ltd. All rights reserved.
1. Introduction

The explosion of mobile devices equipped with powerful
wireless communication ability, together with the rapid progress
of mobile positioning techniques such as global positioning
systems (GPS), radio frequency identification (RFID) and so forth,
have greatly facilitated the prosperity of location-based services.
While users sharing the mobile services, a large number of
trajectories might be collected by service providers. Mining and
analyzing these spatiotemporal trajectories (Ivanov, 2012) can help
people to make a mobile-related decision, for instance, merchants
can decide the place where to build a restaurant or a supermarket
by analyzing trajectories of customers in a certain area (Cao et al.,
2010) and tourism company can make a travel recommendation
schedule by monitoring trajectories of visitors in a city (Zheng
et al., 2009). For such practical applications, the main step is to
explore accurate and applicable knowledge, which is out of the
scope of this work.

The publication of spatiotemporal trajectories is a double-
edged sword. Although mining trajectories can bring many
advantages to multiple commercial applications, the disclosure
ll rights reserved.
of those spatiotemporal information contained in trajectories may
threaten individuals sensitive information, such as home
addresses, travel habits, political beliefs, health conditions, perso-
nal interests, and so on. To cope with the problem, trajectory k-
anonymity is presented to anonymize k trajectories at least over a
time span (Nergiz et al., 2008; Abul et al., 2008; Xu and Cai, 2008;
Yarovoy et al., 2009). It is an extension of location k-anonymity
(Gruteser and Grunwald, 2003), which conceals a user's trajectory
with the assistance of the other k−1 trajectories at least. Instead
of revealing the exact trajectory of a user, an obscure path
called anonymized path that contains at least k trajectories is
reported.

To ensure a high quality of anonymization, the main challenge is
to determine a trajectory k-anonymity set. We observe that the
selection of anonymity trajectories affects the trajectory privacy
protection level and data utility. Shin et al. (2010a) noticed that
existing location k-anonymity model regarded the location as sole
information when achieving anonymization. However, the disclo-
sure of users'movement directions can cause adversaries to identify
a mobile user who submitted a LBS request. They proposed to
improve the location k-anonymity model by taking a user's direc-
tion of movement into account during the anonymous request
process. To best of our knowledge, most of trajectory k-anonymity
methods anonymize the trajectories without taking the similarities
and directions among them into consideration. As Shin et al.
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(2010a) demonstrated, the trajectory directions affect the trajectory
privacy protection level. However, the differences among trajec-
tories may also affect the quality of anonymization. The trajectories
can be identified easily with high individual differences. Meanwhile,
the data utility of trajectory may reduce with the expansion of
anonymity region. In the follow-up method, they also proposed to
use optimal trajectory division (Shin et al., 2010b) to strengthen
privacy protection and improve the quality of service (QoS).
Specifically, through the partition of trajectories with minimum
area of anonymity region, the privacy level was increased for the
unlinkability over time and the overall quality of service was
improved for the smaller anonymous regions.

Motivated by this, in this paper, we take these factors into
account. In location privacy protection, Gedik and Liu (2005)
proposed a privacy framework on the basis of the requirements of
location privacy k and QoS from the perspective of each user and
then presented a cloaking algorithm CliqueCloak to produce an
undirected graph for location privacy protection. However, it only
works with a small value of k and fails when the value of k is large.
To tackle this defect, Xiao et al. (2007) improved the cloaking
algorithm for a robust anonymity while considering both location
privacy and QoS. In trajectory privacy protection, trajectory similar-
ity is an important factor for trajectory clustering and anonymiza-
tion. Pelekis et al. (2007) presented a framework to address the
trajectory similarity search problem. The authors transformed this
issue into different kinds of similarity queries according to the
trajectory characteristics. Moreover, the other works proposed some
typical measures for trajectory similarity including Euclidean distance
(Abul et al., 2008; Huo et al., 2011; You et al., 2007), edit distance
(Chen et al., 2005) and linear spatio-temporal distance (Tiakas et al.,
2009). However, in some cases, all of these could not reflect the factor
of trajectory similarity and direction very well. To best of our knowl-
edge, in this paper, we first propose to use trajectory angle to evaluate
trajectory similarity and direction and construct an anonymity region
based on trajectory distance. We construct a personalized anonymi-
zation model to balance trajectory privacy and data utility and then
translate the selection of a trajectory k-anonymity set into a con-
strained minimum spanning tree problem. The proportion of trajec-
tory privacy and data utility decided by a user is dependent on the
application scenario. Considering that in different application scenar-
ios, the various preference settings on the proportion of trajectory
privacy and data utility may affect the selection of trajectory k-
anonymity sets, we analyze the actual privacy level and data utility
under these different trajectory k-anonymity sets.

In this paper, the main contributions of our work are summar-
ized as follows:
�
 We propose a personalized anonymization model with taking
trajectory privacy and data utility into consideration. In parti-
cular, we consider the factors of trajectory similarity and
direction for privacy protection and trajectory distance for data
utility.
�
 We transform the optimal k trajectories selection to a con-
strained minimum spanning tree problem and use Greedy
strategy to find an approximate optimal trajectory k-anonymity
set in the trajectory graph model we constructed. The weights
model the relations between trajectories under various propor-
tions of trajectory privacy and data utility.
�
 We run a set of evaluations on synthetic dataset. Experiment
results prove that our method can provide an effective trajec-
tory k-anonymity set under various proportions of trajectory
privacy and data utility requirements, while the efficiency just
reduces a little.

The remainder of this paper is organized as follows. Section 2
summarizes related work. Section 3 introduces some basic notions
and states the problem of tradeoff between trajectory privacy
protection and data utility. In Section 4, we present the persona-
lized trajectory anonymization model and discuss the function of
each component in detail. Section 5 discusses the metric in terms
of trajectory privacy and data utility. In Section 6, we run and
analyze a set of simulations on synthetic dataset to evaluate the
selection of a trajectory k-anonymity set under various propor-
tions of requirements on trajectory privacy and data utility, and
then compare the effectiveness and efficiency with the previous
work. Finally, we conclude this paper and present the future work
in Section 7.
2. Related work

Trajectory privacy is a special type of personal privacy, which
has been concerned continuously in recent years. According to the
time sequence of trajectory, existing trajectory privacy-preserving
techniques can be classified into three types (Huo et al., 2011).

2.1. Dummy trajectories

Kido et al. (2005) presented two algorithms to determine the
dummy trajectories for trajectory privacy protection. To be specific,
the next location of a dummy is selected in a neighborhood of its
current location. You et al. (2007) presented two approaches to
produce consistent movement patterns in a long term. However,
these methods cannot strictly ensure a good similarity between
trajectories. Our previous work (Gao et al., 2012) focused on the
tradeoff between location and trajectory privacy protection and
QoS based on a user's partners' locations and trajectories, and then
proposed a method to produce the partners' trajectories that looks
like the user's trajectory.

2.2. Suppression technique

Gruteser and Liu (2004) proposed to use suppression technique
to protect a user's online trajectory privacy. The sensitivity map
divided areas into sensitive and insensitive according to the user's
settings. Once the user entered a sensitive area, location updates
were suppressed at once. Terrovitis and Mamoulis (2008) studied
the privacy-preserving problem in the publication of trajectory
databases. They argued that each adversary would possess differ-
ent portions of users' trajectories and the data publisher was
aware of the adversaries' knowledge. They proposed a method that
iteratively suppressed some trajectory segments until a probabil-
istic constraint of disclosing whole trajectories was satisfied.
However, if too many trajectory segments are suppressed, it would
cause lots of information loss.

2.3. Trajectory k-anonymity technique

Trajectory k-anonymity technique that anonymizes k trajec-
tories together is directly related to our work. As a result of the
imprecision of GPS devices, Abul et al. (2008) proposed Never Walk
Alone (NWA) to enforce ðk; δÞ�anonymity model they presented for
mobile object databases using trajectory clustering and space
translation. Huo et al. (2012) improved the NWA by anonymizing
the stay points based on grid-based approach and clustering-based
approach. Domingo-Ferrer and Trujillo-Rasua (2012) proposed two
heuristic methods to anonymize trajectories. One of them aims at
trajectory k-anonymity by microaggregation and the other is to
achieve location k-diversity while considering the reachability
constraints. A new distance is proposed to improve the NWA,
which can process those trajectories without time overlap. Nergiz
et al. (2008) proposed to enforce k-anonymity by grouping the
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trajectories based on log cost metric, and then reproduce the
trajectories by randomly combining sampling locations from the
anonymized regions. However, the increase of privacy level may
affect the accuracy of the recuperative trajectories. Xu and Cai
(2008) provided a trajectory k-anonymity protection when mobile
devices requested LBSs continuously on the move. They anon-
ymize a user's trajectory based on the assistance of the other
historical trajectories. Yarovoy et al. (2009) tackled the challenges
of anonymizing mobile objects. They proposed a new notion of k-
anonymity in the context of moving objects and formally showed
that it did not lead to privacy breach. Then two methods were
proposed to create the anonymous groups that provably satisfied
their proposed k-anonymity. The most related work in Huo et al.
(2011) defined the selection of trajectory k-anonymity set as graph
partition problem and reduced the information loss by minimizing
the partition cost according to the distances among trajectories.
However, they ignore the trajectory similarity and direction.
3. Preliminary

We first define some basic properties of the spatio-temporal
trajectory, and then state the problems.
3.1. Basic notions
Definition 3.1 (Trajectory model Trajcevski et al., 2004). A trajec-
tory model is considered as a polygonal line in three-dimensional
space, which can be represented as a sequence of spatiotem-
poral points: Ti ¼ fIDi; ðx1; y1; t1Þ; ðx2; y2; t2Þ;…; ðxn; yn; tnÞgðt1ot2
o⋯otnÞ, where IDi presents the identity of the moving object.
During the time interval ½ti; tiþ1�, the object is supposed to move
with uniform velocity in a straight line from ðxi; yiÞ to ðxiþ1; yiþ1Þ.

For example, Fig. 1 illustrates two trajectories in the two-
dimensional Euclidean space, where a circle represents the loca-
tion of each moving object at the corresponding sampling time
ðt1;…; t8Þ. We consider that all the trajectories are with fully
accurate and true original locations. To depict trajectory direction,
we directly utilize trajectory angle that extends slope ratio (Gao
et al., 2012) further to measure the similarity of each trajectory
segment, which is defined as follows.

Definition 3.2 (Trajectory angle). Let T1 and T2 be two trajectories
with n−1 trajectory segments. The trajectory segment in time
interval ½ti; tiþ1� of Tkðk¼ 1;2Þ is from ðxki ; yki Þ to ðxkiþ1; y

k
iþ1Þ, where

ðxki ; yki Þ represents the location of trajectory Tk at the sample time ti.
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Fig. 1. The two-dimensional Euclidean space.
The trajectory segment angle θi ðθi∈½0; π�Þ can be calculated by (1).
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As cos x is a monotonically decreasing function in ½0; π�,
a higher value of cos x indicates a smaller angle, thus the more
similar between the two trajectory segments is. Therefore, the
whole trajectory similarity can be measured by (2).

SðT1; T2Þ ¼ ∑
n−1

i ¼ 1
cos θi ð2Þ

If the two trajectory segments move toward different
directions, the trajectory angle θi ranges from π=2 to π and
cos θi≤0. In this case, we set cos θi ¼ 0 and do not take this
trajectory segment into consideration. As mentioned above, the
greater value of SðT1; T2Þ is, the more similar between two
trajectories is.

A trajectory anonymity region is constructed based on the
distances among trajectories. We first define the trajectory dis-
tance and then construct the anonymity region.

Definition 3.3 (Trajectory distance Huo et al., 2011). Let T1 and T2
be any two synchronized trajectories in time interval ½t1; tn�,
the distance between T1 and T2 is defined as the average of
Euclidean distances between corresponding location samples
and given by (3).

DistanceðT1; T2Þ ¼
∑n

i ¼ 1

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
ðx2i −x1i Þ2 þ ðy2i −y1i Þ2

q

tn−t1
ð3Þ

Definition 3.4 (Anonymity region). Let T1; T2;…; Tn be the n
trajectories. The distances among these trajectories can be
computed as (4).

D¼ fUn
i ¼ 1DijDi ¼DistanceðTi; TjÞ; j¼ 1;2;⋯;ng ð4Þ

We select the maximum distance Dmax ¼maxfDg as the diameter
to construct an anonymity region R. R is formalized as a horizontal
disk, denoted as R¼ V ðO;DmaxÞ, where O represents the center of
each disk and Dmax is the diameter.

3.2. Problem statement

Trajectory k-anonymity is the most frequent technique that has
been widely used for trajectory privacy protection. It ensures that
the anonymity region R includes k trajectories at least to protect
trajectory privacy. Most of the works (Abul et al., 2008; Huo et al.,
2011; Domingo-Ferrer and Trujillo-Rasua, 2012) select a trajectory
k-anonymity set on the basis of trajectory distance, which may
ignore the trajectory direction and similarity. Additionally, we
observe that existing trajectory similarity measurement functions
such as edit distance (Chen et al., 2005), linear spatio-temporal
distance (Tiakas et al., 2009) also suffer from the same defect. They
cannot reflect the trajectory similarity very well. However, if we
only consider the trajectory direction and similarity, the require-
ment of a trajectory k-anonymity set can result in the increase of
the size of anonymity region R, which would reduce the data
utility. In short, the minimum anonymity level k indicates that the
trajectory cloaking should satisfy trajectory k-anonymity with the
anonymity region R. The information loss increases with the
expansion of anonymity region, which may cause a low data
utility. Therefore, how to find a trajectory k-anonymity set that
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balances trajectory privacy and data utility is the key issue, and
specifically: (1) The selective k trajectories should be similar to
prevent adversaries from identifying the trajectories easily; (2) The
anonymity region should not be very large to prevent the data
utility from reduction.
4. System overview

In this section, we introduce a personalized trajectory anon-
ymization model and describe the function of each component in
detail. We first survey the two structural modes according to the
trajectory anonymity sequence, and then decide the applicable
range of our anonymization model.

� On-line mode
The process of trajectory anonymity is done before data

collection. In this mode, the collected data can be applied into
analysis and application directly. Because the anonymity process is
done before data collection, the data collector cannot obtain the
real trajectory data. This mode can be implemented in online
systems with a strong real-time process ability. However, due to
the dynamic characteristic of trajectory, it is confronted with
enormous challenges for trajectory privacy protection.

� Off-line mode
The majority of trajectory privacy protections are to anonymize

trajectory after data collection. This mode is applied to off-line
system, which can give high priority to consider both trajectory
privacy protection and data utility. However, the trajectories need
to be anonymized before reporting to data analysis and application
center.

To balance trajectory privacy protection and data utility, in this
paper, we propose an off-line mode of personalized trajectory
anonymization model. It mainly consists of three modules
depicted by Fig. 2: trajectory collection, trajectory anonymity and
data analysis and application. Among of these, we mainly focus on
trajectory anonymity module for trajectory privacy protection and
data utility.

4.1. Trajectory pre-processing

The tasks of trajectory pre-processing phase are the
same with Huo et al. (2011) that also include time span
definition, trajectory equivalence class construction and trajec-
tory synchronization.

To construct a trajectory equivalence class, Abul et al. (2008)
proposed a simple algorithm NWApreproc that was driven by an
integer parameter to process all the trajectories. However, they
might prelimit the free sample time point. In this paper, we first
determine the new starting time point tp and ending time point
tq of all the trajectories. Those time points of the trajectory that
do not locate between them are removed. Given n trajectories
T1; T2;…; Tn, each of them has a record of starting time tstarti and
ending time tendi ; i¼ 1;2;…;n. Huo et al. (2011) determined two
Trajecto

TrajectoryTrajectory
Database Preprocessing T

G

Location Data
Preference Setting

Fig. 2. A personalized trajecto
time intervals in advance. The trajectories whose starting time
points and ending time points lay in the two time intervals are
considered to be in the same equivalence class. Differ from the
strategy in Huo et al. (2011), we consider that all the starting
time is in a short period but much less than the ending time.
Thus, we get tp ¼maxftstarti g and tq ¼minftendi g; i¼ 1;2;…;n,
where tp⪡tq. Thus, all the trajectories in the time interval
½tp; tq� construct an equivalence class, which is formalized as
follows.

Definition 4.1 (Trajectory equivalence class). Let the new starting
time point and ending time point of the n trajectories be
tp ¼maxftstarti g and tq ¼minftendi g; i¼ 1;2;…;n, respectively. All
the trajectories in the time interval ½tp; tq� form an equivalence class.

Take a simple example, a time span can be set as ½9 : 00;9 : 10�.
All the starting time and ending time of trajectories contain this
time interval that are assigned in the same equivalence class. The
size of time interval can be set on the basis of the extent of
trajectory sparseness.

Unlike Abul et al. (2008), the sample time points of the
trajectories have not been specified. We exploit trajectory
synchronization function (Huo et al., 2011; Domingo-Ferrer
and Trujillo-Rasua, 2012) to ensure that the trajectories in the
same equivalence class have the same sample time points. For
example, given any two trajectories Tr and Ts ðr≠sÞ in the same
equivalence class, if a sample location in Tr has a timestamp te
which is not in Ts, then extract a new location in Ts having the
timestamp te.

Therefore, after finishing the tasks of trajectory pre-processing
phase, those trajectories in the same equivalence class within the
time span are synchronous.
4.2. Optimal trajectory graph model

In this phase, according to the user's preference settings on the
proportion of trajectory privacy and data utility, we analyze the
process of trajectory graph model construction, especially the
weights between trajectories in detail.

Recall the requirements of trajectory k-anonymity model, the
main challenge is how to find k trajectories that can provide a
better privacy protection together with maximum data utility.
Based on our observations, the similarity of the selected k
trajectories reflects trajectory privacy protection level and the area
size of the trajectory anonymity region represents data utility.
However, there is an inverse relationship between the data utility
and the level of trajectory privacy. Since trajectory direction and
similarity that is taken into consideration for a better trajectory
privacy protection may increase the size of anonymity region, it
may have negative effect on the accuracy of the results and will
reduce the data utility. Therefore, according to the user's scenario
requirements, we consider two types of proportions of trajectory
privacy and data utility.
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In the first case, it requires high data utility more than
trajectory privacy. That is, it is desirable to find any k trajectories
as candidates for anonymization, which can lead to a small size of
anonymity region. In the second case, it mainly focuses on
trajectory privacy. To prevent adversaries from identifying the
user's real trajectory, the differences among k trajectories should
not be too large. Most of the works on the basis of trajectory k-
anonymity technique (Abul et al., 2008; Huo et al., 2011) measure
the differences of trajectories and construct an anonymity region
based on Euclidean distance. However, they may not consider the
factor of users'movement directions. In this paper, we simplify our
proposed metric slope ratio (Gao et al., 2012) as trajectory angle to
measure trajectory similarity and construct an anonymity region
on the basis of trajectory distance. According to the user's
preference setting on the proportions of trajectory privacy and
data utility, we construct a personalized anonymization model
from the perspective of graph theory to find an optimal trajectory
k-anonymity set.

We translate the relationship among trajectories into undirected
weighted graph model by Definition 4.2. Algorithm 1 describes the
process of trajectory graph construction in detail. The inputs of the
algorithm are trajectory equivalence class and preference setting
and the output is a trajectory graph G¼ fV ; E;Wg, whereW presents
correlation degree between trajectories.

Definition 4.2 (Trajectory graph model). A trajectory equivalence
class can be converted into undirected weighted graph
G¼ fV ; E;Wg, where vertexes V denote trajectories. There exists
an edge between two vertexes Vi and Vj if they toward the same
direction. The weightWij of the edge ðTi; TjÞ represents the tradeoff
of trajectory privacy and data utility between Ti and Tj.

Algorithm 1. Trajectory Graph Construction.
Require: Trajectory equivalence class T ¼ T1∪T2∪⋯∪Tn,
Preference setting α; β
Ensure: Trajectory graph G¼ fV ; E;Wg

1:
 V←T1, E←Φ, W←Φ;

2:
 V ′←T−V;

3:
 while ∼IsEmptyðV ′Þ do

4:
 for Ti∈V & Tj∈V ′ do

5:
 Wij← Weight Construction Process ðTi; Tj; α; βÞ;

6:
 W←Wij, E←ðTi; Tj;WijÞ;

7:
 V←V þ Tj, V ′←T−V;

8:
 end for

9:
 end while

10:
 Return G¼ fV ; E;Wg;
Most of the previous works have concentrated on achieving
anonymity based on the aforementioned three types of methods
by considering trajectory as a quasi-identifier. However, the
differences of movement directions may facilitate each trajectory
to be identified easily. As the two types of requirements we
mentioned, there are conflicts between trajectory privacy and data
utility. Based on the request of trajectory privacy α and data utility
β, we establish weight function to balance the relationship of
requirements.

Definition 4.3 (Weight function). Given a trajectory equivalence
class with n trajectories T ¼ fT1; T2;…; Tng. Let S¼ fS1; S2;…; Sng
refer to the trajectory similarity and D¼ fD1;D2;…;Dng be the
trajectory distances, where Si and Di are n-dimensional vectors and
each dimension respectively represents the corresponding cosine
sum of trajectory angles and trajectory distance between Ti and Tj,
j¼ 1;2;⋯;n. After normalization, with the trajectory privacy and
data utility configuration ðα; βÞ, the weighted tuple, denoted by
W ¼ fW1;W2;…;Wng, is defined as (5).

Wi ¼ α � ð1−SiÞ þ β � Di; i¼ 1;2;…;n ð5Þ
where Si represents the set of normalized similarity among
trajectories; data utility is measured by anonymity regions which
are inversely proportional to the normalized trajectory distances
Di. α and β indicate the demand preference which are assigned by
a user and satisfy α; β∈½0;1� and α þ β¼ 1.

Based on the weight function, Algorithm 2 summarizes the
weight construction process. The inputs are any two different
trajectories and preference setting and the output is the corre-
sponding weight.

Algorithm 2. Weight Construction Process.
Require: Two Trajectories Tr ; Ts∈Tðr≠sÞ, Preference setting α; β
Ensure: Weight Wrs
1:
 Srs←0, Drs←DistanceðTr ; TsÞ, i←1;

2:
 while ion do

3:
 for each trajectory segment Ti

r∈Tr , Ti
s∈Ts do
4:
 Sirs←cosðTi
r ; T

i
sÞ;
5:
 if Sirs≤0 then

6:
 Sirs←0;

7:
 end if

8:
 Srs←Srs þ Sirs;

9:
 end for

10:
 i←iþ 1;

11:
 end while

12:
 Normalize trajectory similarity Srs and distance Drs;

13:
 Wrs←α � ð1−SrsÞ þ β � Drs;

14:
 Return Wrs;
4.3. Anonymization set selection

The following problem is how to find a trajectory k-anonymity
set from the constructed optimal trajectory graph model. The
selection of the trajectory k-anonymity set affects the trajectory
privacy level and data utility. Each user requires k similar trajec-
tories with smaller size of anonymity region. That is to request Sij to
be larger and Dij to be smaller enough. In other word, the weightWij

of the selected k trajectories should be smaller as possible. Differ
from the goal of Huo et al. (2011), they only considered the
Euclidean distance for data utility and formalized the problem into
graph partition problem. In this paper, the optimal k trajectories
selection corresponds to a constrained minimum spanning tree
problem.

W ¼

T1 T2 … Tn

T1

T2

…
Tn

0 W12 … W1n

W21 0 … W2n

⋮ ⋮ ⋱ ⋮
Wn1 Wn2 … 0

0
BBB@

1
CCCA

The weight distribution W represents the requirements of
privacy protection and data utility with the same α and β.
Obviously, W is a symmetric matrix and the diagonal elements
are equal to 0. That is, ∀i; j¼ 1;2;…;n;Wij ¼Wji∧Wii ¼ 0. Accord-
ing to our analysis, regardless of a user's preference settings, it
requests the selected k trajectories with a higher similarity Sij and
a smaller distance Dij. Algorithm 3 depicts the initial search point
selection and edge set. To select k vertexes with the smaller
weights, we first search an edge with minimum weight and
specify the two vertexes affiliated with the edge as the start point
set. Then, the GreedySearch method is called to find other k−1
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trajectories with smaller weights. In GreedySearch, we adopt a
greedy strategy such as Prim's algorithm to search k trajectories as
trajectory k-anonymity set K.

Algorithm 3. Initial Point Selection.
Require: Trajectory graph G¼ fV ; E;Wg, Requirement k
Ensure: K ¼ fk trajectoriesg

1:
 V ′←Φ, E′←Φ, K←Φ;

2:
 minValue←Wð1;1Þ, r←0, s←0;

3:
 if ko jV j then

4:
 for i¼ 1 : jV j do

5:
 for j¼ 1 : jV j do

6:
 if j≠i and minValue4Wði; jÞ then

7:
 minValue←Wði; jÞ;

8:
 r←i; s←j;

9:
 end if

10:
 end for

11:
 end for

12:
 V ′←fvr ; vsg, E′←fðvr ; vsÞg;

13:
 Wðr; sÞ←0, Wðs; rÞ←0;

14:
 K← GreedySearch ðG;V ′; E′; kÞ;

15:
 else

16:
 k is not available;

17:
 end if
Greedy algorithm such as Prim's algorithm (Greedy algorithm) is
essentially a heuristic method that yields locally optimal solutions at
each stage to approximate a global optimal solution. In this paper, we
search a relatively optimal anonymity set K based on Algorithm 4. The
main idea of this algorithm is to find theminimum edgeweight to the
other connected edge weights with the number of vertexes is less
than k. The algorithm starts from the vertex affiliated with another
vertex with minimum edge weight that is computed by Algorithm 3.
Two group sets V ′ and E′ represent the vertexes that have been
selected and their adjacent edge set. While the number of selected
vertexes is less than k, V ′ spreads itself by searching the vertexes that
connect it with the minimum edge weight to the other edge weights,
and then adding that vertex into V ′ and the corresponding edge into
E′. Once a vertex has been added to V ′, we set the adjacent edge
weight to 0. The algorithm loops until it finds k vertexes that meet the
condition.
4.4. A case study

To demonstrate these algorithms clearly, we run a simple
example to describe how k¼5 trajectories are selected. Figure 3
(a) represents the original graph constructed by trajectories with
Fig. 3. A simple example. (a) Original g
the weight matrix denote by W as follows:

W ¼

T1 T2 T3 T4 T5 T6 T7

T1

T2

T3

T4

T5

T6

T7

0 10 6 5 5 0 7
10 0 7 3 0 7 6
6 7 0 0 1 3 4
5 3 0 0 2 5 4
5 0 1 2 0 4 5
0 7 3 5 4 0 2
7 6 4 4 5 2 0

0
BBBBBBBBBBB@

1
CCCCCCCCCCCA

According to Algorithm 3, we search the start vertex set
V ′¼ fv3; v5g and E′¼ fðv3; v5Þg. Algorithm 4 finds the adjacent
vertex v4 to V ′¼ fv3; v5g with the minimum weight. The vertex is
added to V ′¼ fv3; v5; v4g and the edge is added to E′¼
fðv3; v5Þ; ðv5; v4Þg. While jV jok, it repeats the process until finding
the other vertexes and edges that satisfy the condition. Figure 3
(b) shows an anonymity set K ¼ V ′¼ fv3; v5; v4; v6; v7g is con-
structed that meet k¼5 trajectories with minimum weight.

Algorithm 4. GreedySearchðG;V ′; E′; kÞ.
raph an
Require: Graph G, Requirement k, Start Point V ′ and Edge E′
Ensure: K ¼ fk trajectoriesg

1:
 V ′←fvr ; vsg, E′←fðvr ; vsÞg;

2:
 while jV ′jok do

3:
 for i¼ 1 : jV ′j do

4:
 temp←WðV ′ðiÞ; :Þ40; //filter selected vertex

5:
 minWeightðiÞ←minðWðV ′ðiÞ; tempÞÞ; //find minimum

edge weight of each selected vertex

6:
 index←findðWðV ′ðiÞ; :Þ ¼ ¼minWeightðiÞÞ;

7:
 index←indexð1Þ; // take the first index of the minimum

vertex

8:
 minValueði; :Þ←½V ′ðiÞ; index;minWeightðiÞ�;

9:
 end for

10:
 ½a; b�←minðminValueð:;3ÞÞ; //find the minimum weight

and corresponding index

11:
 V ′←fV ′;minValueðb;2Þg; //add to V ′
STATE E′←Add the corresponding edge; //add to E′

//delete the selected vertex
12:
 WðV ′;minValueðb;2ÞÞ←0;

13:
 WðminValueðb;2Þ;V ′Þ←0;

14:
 end while

15:
 Return K←V ′;
5. Privacy and data utility

The correlation degree among trajectories is quantified by weight
function with considering the factors of trajectory privacy and data
d (b) search k trajectories.
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utility. The selection of a trajectory k-anonymity set is dependent on
the distributions of weights. In this section, we introduce trajectory
similarity to evaluate the effectiveness of the selected k trajectories,
and then analyze information loss quantitatively.

5.1. Privacy level

Privacy protection is always measured by the probability of
adversaries to identify a trajectory from published database. The
GreedySearch algorithm achieves trajectory k-anonymity based on
the selected k vertexes from graph G with minimum weight.
Considering different proportions of privacy and data utility require-
ments, we provide different optimal k-anonymity sets for trajectory
privacy protection. Because we take the similarity and direction
between trajectories into account, compared with previous work, we
can provide a personalized optimal trajectory k-anonymity set.

Theorem 5.1. Given a trajectory equivalence class T ¼ fT1;

T2; T3;…; Tng. We form a trajectory k-anonymity set K ¼
fT1′; T2′;…; Tk′g by finding optimal k similar trajectories with mini-
mum information loss based on GreedySearch. The average prob-
ability of identifying the trajectory is bounded by 1/k.

Proof. We assume that an adversary can obtain the selected
trajectory k-anonymity set and public knowledge. In the worse
condition, the adversary has not aware of the privacy protection
model, the probability of privacy invasions is reduced to 1/area,
where area represents the area size of anonymity area. Due to the
similarity among trajectories, in the best case even if the adversary
knows the size of the trajectory k-anonymity set and those
sampling locations on each trajectory that anonymized together,
the probability of privacy leak is under 1/k. □

In addition to traditionally using the number of trajectories k to
measure the privacy in Theorem 5.1, in this paper, we evaluate the
privacy level by analyzing the relationship among trajectories.
That is to evaluate the privacy level only by the similarity of the
selected k trajectories. Let the selected k trajectories be
K ¼ fT ′1; T′2;…; T ′kg, where each trajectory is represented as n
spatiotemporal points according to Definition 3.1. The average
similarity of the trajectory k-anonymity set, denoted as Savg, can be
computed by (6).

Savg ¼
∑k

i ¼ 1∑
k
j ¼ 1∧j≠iSðT ′i; T ′jÞ
k � ðk−1Þ ð6Þ
The privacy level, denoted as PL, is defined as the ratio of average
similarity of the trajectory k-anonymity set to that of the maximum
one, which is depicted by (7). In extreme condition, each trajectory
segment of the two trajectories is fully parallel in the same direction.
That is, the cosine of each trajectory segment between T ′i and T ′j is
equal to 1, thus, Savg reaches the maximum similarity n−1.

PL¼ Savg
n−1

ð7Þ

5.2. Data utility

Follow by our analysis above, data utility is measured by
anonymity regions, which is inversely proportional to information
loss. Information loss is mainly caused by generalizing trajectories
to a region, which makes data utility degenerate. Thus, in informa-
tion loss evaluation, we only account for the generalization part,
while the information loss caused by pre-processing phase does
not take into consideration. In Yarovoy et al. (2009) and Huo et al.
(2012), they adopt the reduction in the probability with which
people can accurately determine the position of an object. In this
paper, we measure the information loss by the ratio of the size of
trajectory k-anonymity region to the area size of the whole space,
which is computed by (8).

IL¼ AreaðO;D′maxÞ
MaxArea

ð8Þ

where AreaðO;D′maxÞ represents the area size of generalized region
of the trajectory k-anonymity set with the diameter D′max and
MaxArea represents the size of the whole space.

As demonstrated by the procedure of the anonymity region
construction in Section 3.1, the anonymity region R is formed by
the circular area with maximum trajectory distance. When the area
size of the trajectory k-anonymity region approximates to the size of
the whole space MaxArea, the information loss is close to the
maximum. Since data utility is inversely proportional to the informa-
tion loss, at this point, we consider that the data utility reduces to the
minimum.
6. Evaluation

In this section, we report the evaluation results we have
conducted in order to assess the performance of our method, in
terms of privacy protection level that our method can achieve and
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data utility maintained in the anonymity process. In particular, we
are interested in the performance under various proportions of
requirements on privacy protection and data utility.

In short, our experimental evaluation consists of two parts:
(1) According to different preference settings, we evaluate the
effectiveness of our method and compare it with previous work in
terms of trajectory privacy and data utility; (2) We compare the
efficiency of our trajectory k-anonymity model with previous work.

6.1. Experiment set

In all the experiments, we use Thomas Brinkhoff Network-
based Generator of Moving Objects (Brinkhoff, 2003) to generate a
set of moving objects. The input to the generator is the road map
of Oldenburg in Germany with an area of about 200 km2. The
outputs are 100,000 trajectories that describe the movement of
objects within one day along the road-network of the city Old-
enburg. After the phase of trajectory pre-processing, we randomly
select a trajectory equivalence class with 40 trajectories depicted
by Fig. 4. Each trajectory in the equivalence class is represented as
a sequence of 26 spatiotemporal points, that is n¼26.

6.2. Effectiveness

Under different proportions of trajectory privacy and data
utility requirements, recall the goal of our trajectory anonymity
is to find a personalized optimized trajectory k-anonymity set with
minimum cost. We evaluate the effectiveness of our method in
terms of trajectory privacy protection and data utility.

6.2.1. Trajectory privacy protection
Based on the privacy metric in Section 5.1, we utilize trajectory

similarity to evaluate trajectory privacy level. Adversaries can
hardly distinguish trajectories easily if trajectories are similar.
We observe that trajectory direction affects the quality of anon-
ymity set. We introduce trajectory angle to measure trajectory
similarity and direction and add it into the process of trajectory k-
anonymity set selection. In this section, we first measure the
privacy level of the selected trajectory k-anonymity set can achieve
in different preference settings and then compare it with previous
works (Abul et al., 2008; Huo et al., 2011).

From the perspective of a user's requirements, Fig. 5 presents
different proportions of preference settings on trajectory protec-
tion and data utility. We set four groups of different user's
preference settings on trajectory privacy and data utility:
ðα; βÞ ¼ fð0;1Þ; ð0:4;0:6Þ; ð0:8;0:2Þ; ð1;0Þg. The selection of a trajec-
tory k-anonymity set depends on the specific application scenarios
and the user's requirements. There are two special cases: (1) Only
focus on data utility ðα; βÞ ¼ ð0;1Þ. For example, if an emergency
incident happens suddenly in the anonymity process, the first
reaction is how to let himself/herself be discovered as possible. It
means that the user only concerns on data utility. In this case, it is
degenerated to the works such as Abul et al. (2008) and Huo et al.
(2011) that only consider data utility without trajectory similarity
and direction to select the trajectory k-anonymity set; (2) Only
concern with privacy level ðα; βÞ ¼ ð1;0Þ. Recently, Google1 and
Apple2 were trapped in privacy laws for tracking users' locations.
In this case, users just concern on serious risk of privacy invasions.
Besides, in most cases, the users have different emphases respec-
tively on the aspect of trajectory privacy and data utility. Thus,
1 Mills E. Google sued over android data location collection. http://news.cnet.
com/8301-27080_3-20058493-245.html, April 2011, CNET News.

2 Lowensohn J. Apple sued over location tracking in iOS. http://news.cnet.com/
8301-27076_3-20057245-248.html, April 2011, CNET News.
according to each user's requirements, he/she requires different
degrees of privacy level and data utility.

As illustrated by Fig. 5, as expected, the privacy level is higher
with more concern on trajectory similarity and direction. That is a
larger value of α will cause a preferable trajectory k-anonymity set.
Previous works (Abul et al., 2008; Huo et al., 2011) only focus on
data utility, that is ðα; βÞ ¼ ð0;1Þ, which cause a low privacy level.
Note that we take the average similarity of the selected trajectory
k-anonymity set as the evaluation criteria to quantitatively analyze
privacy level. On the whole, there is a decrease in privacy level
with the number of trajectories k increases in the same preference
setting. That is because with the increase of the size of trajectory
k-anonymity set, it is more difficult to find more similar trajec-
tories. Instead, a smaller size of trajectory k-anonymity set might
make it much easier to find k similar trajectories.

6.2.2. Data utility
On the contrary, a higher trajectory privacy level would reduce

the data utility. With different trajectory k-anonymity sets, data
utility is inversely proportional to the area size of the corresponding
anonymity region. Similarly, we consider the same preference setting
above. We have analyzed the main cause of the information loss and
presented the metric in Section 5.2. Figure 6 shows the results of
information loss under various allocation proportions. Overall, the
information loss grows with the number of trajectories increases
under the same proportion. Since a larger value of k may cause a
larger area size of the generalized region, it results in more informa-
tion loss. Besides, a more attention on data utility causes less
information loss than others. That is because the requirements on
data utility affects the selection of the trajectory k-anonymity set.
Specifically, the works (Abul et al., 2008; Huo et al., 2011) cause the
minimum information loss with the selected trajectory k-anonymity
set. That is because they concern more about data utility in the
anonymity process with ðα; βÞ ¼ ð0;1Þ. A higher requirement on data
utility gets the trajectory k-anonymity set with a smaller anonymity
region, which causes a lower information loss. It can be seen that,
when k reaches a certain value, the growth of information loss is
relatively stable, meaning that the increasing of the size of trajectory
k-anonymity set will not sharply increase the information loss.

6.3. Efficiency

We compare the efficiency of our method with the other two
cases: In the trajectory anonymity process, one is paid more

http://news.cnet.com/8301-27080_3-20058493-245.html
http://news.cnet.com/8301-27080_3-20058493-245.html
http://news.cnet.com/8301-27076_3-20057245-248.html
http://news.cnet.com/8301-27076_3-20057245-248.html
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attention on data utility such as Huo et al. (2011) and the other is
more concerned about trajectory privacy on a Intel(R) Core(TM)
2 Quad 2.83 GHz processor with 4 GB RAM on Windows XP
platform.

We run several times to get the average execute time to
evaluate the efficiency of our method. Figure 7 depicts the run-
time comparison of our method with the other cases. As Fig. 7
illustrates, the execute time of our method and Huo et al. (2011)
increases with the growth of trajectory k-anonymity set. That is
because the growth of k needs more time to find the optimal
trajectory k-anonymity set that satisfies the requirements. Com-
pared our method with the other cases, we can find that the time
of our method required is a little more than they need. That is
because our method takes the factors of trajectory similarity and
data utility all into consideration, while the other two cases only
concern one of them in the anonymity process. Therefore, accord-
ing to the weight construction process, our method needs more
time than the other cases to search an optimal trajectory
k-anonymity set. Overall, we can find a more preferable trajectory
k-anonymity set to balance trajectory privacy protection and data
utility at the cost of reducing a little efficiency.
7. Conclusion and future work

This paper concerns a personalized anonymization model to
balance trajectory privacy and data utility. Most of trajectory
k-anonymity methods ignore trajectory similarity and direction
in the anonymity process. However, adversaries may use the
difference of anonymity trajectories to identify each trajectory.
Meanwhile, the data utility of trajectory may reduce with the
expansion of an anonymity region. Motivated by this, this paper
takes all the factors into account. We propose to use trajectory
angle to evaluate trajectory similarity and direction and construct
the anonymity region based on trajectory distance. Considering
the various proportional distributions of trajectory privacy and
data utility requirements in different scenarios, we propose a
personalized anonymization model to select a trajectory k-anon-
ymity set. Compared with prior work, it demonstrates that our
model can provide an optimal trajectory k-anonymity set by
analyzing the effectiveness in terms of privacy level and data
utility. Meanwhile, it has a little impact on efficiency.

Our further work is to deploy the prototype system that
integrates our personalized anonymization model and develop
the query processing that supports our model.
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