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Abstract—Anomaly detection has become a key challenge
affecting the training accuracy of machine learning. Because the
training data is usually collected from Internet, many noised
samples will be captured and these samples can decrease the
model training accuracy. However, because the abnormal samples
are difficult to predict when the samples are collected, and
the training samples collected may contain many unknown
exception categories, and the labels of normal samples may be
incorrect, in this case, it is difficult to train an anomaly detection
model based on supervised learning to accurately identify the
anomaly samples. In this paper, we propose a new unsupervised
anomaly detection method based on BiGAN, namely Rt-BiGAN,
to identify the outliers in the training data. Firstly, we propose
a Bigan network initialization method based on meta-learning
algorithm with a small number of normal samples. Then, a self-
supervised drop training is designed to improve the detection
ability of the model. Finally, we evaluate our Rt-BiGAN over
real-world datasets and the simulations results demonstrate that
our mechanism is effective to detect the outliers in model training
data.

I. INTRODUCTION

With the development of big data, many computer vision

jobs require enormous training datasets to achieve the deep

learning model training, which is a form of data hunger [1].

To meet the data requirements, model trainer usually picks

up the training data from the Internet to achieve classification

and other visual research [2], [3], [4], [5]. In a typical Internet

picture-driven application, we can look for photos on web

search engines like Google and Bing or on photo-sharing sites,

download a large number of images that correlate to a text

query, and then model the target object/concept linked with

the image collection. Search engine or site crawler images, on

the other hand, usually captures some noised samples, which

can impact the learning model. As a result, the outliers, or

irrelevant images, in the collected training data need to be

removed.
Anomaly detection is one of the technique to detect the

abnormal, unreasonable or even wrong elements from data or

events. Because the abnormal samples are difficult to predict

when the samples are collected and the training samples

collected may contain many unknown exception categories,

the traditional anomaly detection methods based on supervised

learning are difficult to accurately identify the abnormal sam-

ples. Thus, most of the existed works regarding the detection
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as a single classification task, have limited application in the

practical anomaly detection. In other aspects, unsupervised

learning methods based on reconstruction, such as [10], [11],

[12] , and [13] , have received a lot of attention to achieve

outlier detection recently.
As one of the techniques to generate samples, Generative

Adversarial Networks (GAN) has been widely used to achieve

the anomaly detection, such as AnoGAN[17], f-AnoGAN[18],

EBGAN[19], GANomaly[20],and MAD-GAN[21]. The aim of

these methods are to train GAN with normal sample data so

that the generator can learn the distribution of normal data

completely. Therefore, the trained GAN has the ability to

reconstruct normal data samples. And when the input data

is an abnormal sample that has never been seen before, the

reconstructed sample and the original input sample will show

significant differences. Some form of residuals between the

actual instance and the generated instance are defined as the

exception score. When the exception score exceeds a certain

range, this sample is regarded as an outlier sample. But the

anomaly detection methods based on GAN are meaningful

only if there is no contamination in the training dataset, which

means there are only normal samples in the training set. When

the training set is contaminated by abnormal samples, the

GAN model can not only capture the distribution of normal

data, but also capture the distribution of abnormal data.
In order to solve these problems, we propose a new unsu-

pervised anomaly detection method based on BiGAN, called

Rt-BiGAN. The intuition behind this is to initialize the BiGAN

model with a small number of normal samples (usually 5-10

images) chosen from the training set. After the initialization of

BiGAN network on the self-supervised iterative training, we

further improve the detection ability during the model training.

In summary, the main contribution of this paper is as follows:

1) An initialization method of BiGAN network is proposed,

which combines the meta-learning to train the BiGAN

mode over a small number of samples. Then training

a model with preliminary detection capability on this

meta-model requires only a small amount of normal

data. Therefore, even if the training set is contaminated

by abnormal data, we can get a small amount of normal

images from the contaminated data set through manual

or other training. That is, an anomaly detection model

can be trained on a contaminated dataset.



2) BiGAN detection model trained by a small amount of

normal data has limited detection capability. Thus, we

propose to carry out self-supervised drop training on the

contaminated data set to improve the detection capability

of the model.

3) Finally, we evaluate Rt-BiGAN over real-world dataset

and the simulation results demonstrate that our Rt-

BiGAN can effectively detect the outlier samples in

training dataset.

II. RELATED WORK

There are many researches on unsupervised anomaly de-

tection, and the existing methods can be divided into three

categories: 1)cluster-based detection, 2)classification-based de-

tection, and 3) reconstruction-based detection.

A. Cluster-based Detection

The anomaly detection method based on clustering is a com-

mon unsupervised method[5], [6]. This method is based on the

local assumption that the normal data belong to the majority,

and the isolated point deviating from most data is regarded as

the most likely outlier. K-means and DB-scan are the classic

algorithms in this field. However, the detection accuracy of

this class is relied on the clustering result, and some clustering

algorithms were very sensitive to outliers. Thus, when there is

contaminated data in the given data, clustering and subsequent

anomaly detection performance would be misleading.

B. Classification-based Detection

The goal of these algorithms is to learn specific feature

representations for anomaly detection using one-class classi-

fication. The problem solved by this method is to learn the

description of a set of data instances to evaluate whether

the new instance conforms to the training data. Support

Vector Machine(SVM) influenced most one-class classification

models, such as one-class SVM[7] and Support Vector Data

Description (SVDD)[8]. Although these methods are simple

to comprehend and use, they frequently perform poorly as the

dimensions expand due to dimensional catastrophes.

C. Reconstruction-based Detection

By assuming the small proportion of the outlier samples

in the original data, the outlier data can not be effectively

reconstructed from the low-dimensional representation. The

abnormal fraction is usually defined as the reconstruction

error, and the larger the reconstruction error is, the greater the

probability that the detected sample is abnormal. The classical

method of this kind is PCA[9]. For more complex data, a deep

learning model based on PCA has been proposed[10]. The

model based on deep auto-encoder[14], [15], [16] lacks an

effective regularization method for anomaly detection, while

the model based on GAN introduces antagonistic regulariza-

tion to alleviate over-fitting. However, when the training set

is contaminated by abnormal samples, the traditional GAN-

based[17], [18], [19], [20], [21] model can not only capture

the distribution of normal data, but also capture the distribution

of abnormal data.

III. PRELIMINARIES

A. BiGAN Network
BiGAN network consists of three parts: Generator G, en-

coder E, and discriminator D. Generator G maps the noise

to a fake sample, while encoder E maps the real sample to

a hidden variable space. Encoder E and generator G must

learn to invert each other to deceive discriminator D. BiGAN’s

objective function is as follows,

V (D,E,G) = Ex∼px
[Ez∼pE(.|x)[logD(x, z)]]+

Ez∼pz
[Ex∼pG(.|z)[1− logD(x, z)]] (1)

Here,px(x) is the distribution over the data, pz(z) is the

distribution over the latent representation,and pE(x|z) and

pG(x|z) are the distributions induced by the encoder and

generator respectively. Compared to many gan-based anomaly

detection methods such as AnoGAN, BIGAN can learn not

only the distribution of input data, but also the encoder to map

input sample X to potential representation Z, which allows

us to avoid the computatively expensive step of restoring a

potential representation during testing.

B. Meta Learning
Meta-learning is a process of learning how to learn. The

meta-learning algorithm is a composition of several learning

tasks. Each task is a learning problem, and outputs a fast

learner, which can learn and generalize from a small number of

samples. MAML is by far the most widely used meta-learning

algorithm. Like MAML, Reptile is a parameter initialization

method for learning the neural network so that it can be

adjusted with a small amount of new task data. However,

compared to MAML, the Reptile algorithm is simpler and

faster to train for new tasks.

IV. PROBLEM FORMULATION

As shown in Fig. 1, central server (CS) is a globally

trusted server that trains a target model, such as a cat and

dog classification model, based on data uploaded by each

client. Each client has its own unique data in their local

location. These clients upload their own data to a central

server, and the data is not shared between the clients. Because

the central server has no restriction on the data uploaded by the

client,this results in training the model using task-independent

data(anomaly data), such as the face and car images shown in

Fig. 1, resulting in a loss of model accuracy.
We are given a large training dataset D of m size, D =

(x1, ..., xm) containing both normal and abnormal images ,

and a small test data set D = (x1, y1), ..., (xn, yn) , where

yi ∈ [0, 1] represents the image label and m >> n. Given

a dataset, our goal is to first model the normal data in D to

learn its manifold, and then detect the abnormal samples in D
as outliers in the inference phase. Model F learns the normal

data distribution and minimizes the outlier score A(x) . For

a given test image x, A(x) with a high outlier indicates that

there may be an anomaly in the image. This is evaluated by

setting a threshold φ for the score, where A(x) > φ represents

the anomaly.



Fig. 1: System Model

V. DETAILS OF RT-BIGAN

Efficient-GAN (Houssam Zenati e al. , 2019)[19] is an

anomaly detection model based on BiGAN, which can be used

for fast detection by learning an encoder E that maps an input

sample X to a potential representation of Z. This method is the

same as the GAN-based method. By learning the distribution

of the training samples, the model can give a higher outlier

score to the outliers deviating from the normal distribution. In

the detection phase, the outlier fraction is calculated by the

following formula,

A(x) = αLG(x) + (1− α)LD(x) (2)

Here, LG(x) = ||x − G(E(x))||1 and LD(x) is the feature-

matching loss.Based on A(x), we can compare it with the pre-

set threshold value to judge whether the sample is abnormal

or not. Unfortunately, the models with millions of parameters

tend to learn too much and over-adaptive to rare training

samples.Therefore, we suggest that instead of directly using

training data (both normal and abnormal) to train the model,

a small amount of normal data should be culled from the

training data to initialize the detection model. Then, using the

initialized model, self-monitoring training is carried out on the

training data to improve the detection ability.

As shown in Fig. 2, our proposed approach consists of two

main steps. The first step is to combine the meta-learning with

BiGAN and train the BiGAN network on multiple tasks to

get a meta-model with low loss on each task. After the meta-

training, we take a few pieces of normal data on the meta-

model to update several adaptive steps and obtain a BiGAN

model with preliminary anomaly detection ability. The second

step is to input all the training data into the initialization

detection model and get the outliers of all the data. Then the

model is trained with the data of low outlier score, and the

self-training iterative learning algorithm is used to improve the

anomaly detector.

A. Initializing of Anomaly Detection

The role for the initializing of anomaly detection is to

obtain a BiGAN model with preliminary detection ability that

train data can be identified as belonging to A(anomaly) and

N(normal) with high probability. To achieve this, we first use

meta-learning algorithm to learn the initialized parameters of

BiGAN Network, and then use a small amount of normal data

to fine-tune the model, which can obtain a BiGAN model with

anomaly detection ability.

1) Rt-BiGAN: BiGAN can be trained in unsupervised man-

ner. But this kind of method needs a lot of data support.

The Reptile algorithm is suitable for small-sample learning

and can learn the transferable internal representations among

various meta-tasks. Therefore, Reptile learning is introduced

into BiGAN and a data generation algorithm Rt-BiGAN is

proposed. Rt-BiGAN trains the optimal initialization parame-

ters to converge rapidly on the new task (small sample data

generation task), and gets the specific BiGAN. However, the

BiGAN network trained in this article is not to achieve a

small sample of data generation expansion, but for anomaly

detection.

2) Base-Learners: Base-learners W is inherited from meta-

learners, and its model is composed of encoder E, generator G
and discriminator D. Encoder E is a mapping of data to noise,

generator G is a mapping of noise to data, and discriminator D
is a mapping of data and noise tuples to true and false classes.

We denote encoder parameters as We, generator parameters

as Wg , discriminator parameters as Wd. The base-learners are

trained on a set of meta-tasks, whose objective function is in

formula 1.

3) Meta-Learners: The meta-learner model Φ is also com-

posed of encoder E, generator G and discriminator D. We also

denote encoder parameters as Φe, generator parameters as Φg ,

discriminator parameters as Φd. Base learners can only learn

the data characteristics of the current task, not suitable for

other tasks. The purpose of the meta-learner is to balance the

learning of the basic learners effects, and find the optimal

initialization model for all tasks.

4) Rt-BiGAN Training Strategy: The whole Rt-BiGAN

training process can be shown in Algorithm 1. The training

process includes two parts: internal circulation and external

circulation. In the outer loop, each basic-learner initializes the

parameters by copying the meta-learner’s parameters. In the

inner-loop part, the basic-learner updates its parameters on

task t by k-step counterwork training, and the new parameters

are recorded as Wt. At the end of the inner loop, update the

meta-learner parameter by setting the gradient to Φ−Wt.

After training, we use a similar process to generate novel

images from the sampled class described in Algorithm 2.

After a few steps of gradient updating on the normal data

set, we can get a model that can detect outliers. However, the

ability of this detection model is limited and the generalization

ability is low. Thus, we propose to continue the self-supervised

training in the training set, which contains both normal data

and abnormal data.

B. Iterative Learning via Self-Training

Self-training, also known as self-learning, is a simple and

effective semi-supervised learning framework, which has been

widely used in many practical applications. In the process of



Fig. 2: The proposed framework. Given a set of unlabeled images, we first perform BiGAN network generation training on

multiple tasks, and then do adaptive training on meta-model to get an anomaly detection model.The detection model is then

used to recompute the anomaly scores of all images. The membership of A and N is updated accordingly, and the process

repeated.

Algorithm 1 Rt-BiGAN Training

1: Initialize Φe,the encoder parameters for meta-learners

2: Initialize Φd,the discriminator parameters for meta-

learners

3: Initialize Φg ,the generator parameters for meta-learners

4: for iteration 1,2,3... do
5: Make a copy of Φe resulting in We

6: Make a copy of Φd resulting in Wd

7: Make a copy of Φg resulting in Wg

8: Sample n images from Xt resulting xt

9: for K > 0 do
10: Generate latent vector z
11: Generate fake images y with z and Wg

12: Generate fake latent vector z′ with xt and We

13: Update Wd to increase discriminator(xt, z
′) and

decrease discriminator(y, z)
14: Update Wg and We to decrease

discriminator(xt, z
′) and increase

discriminator(y, z)
15: K ⇐ K − 1
16: end for
17: Set Φe gradient to be Φe −We

18: Perform step of Adam update on Φe

19: Set Φd gradient to be Φd −Wd

20: Perform step of Adam update on Φd

21: Set Φg gradient to be Φg −Wg

22: Perform step of Adam update on Φg

23: end for

Algorithm 2 Rt-BiGAN Generation

1: Using We,a copy of the meta-trained Φe

2: Using Wd,a copy of the meta-trained Φd

3: Using Wg ,a copy of the meta-trained Φg

4: Sample test task t
5: Sample n images as xt from Xt

6: for K > 0 do
7: Generate latent vector z
8: Generate fake images y with z and Wg

9: Generate fake latent vector z′ with xt and We

10: Update Wd to increase discriminator(xt, z
′) and de-

crease discriminator(y, z)
11: Update Wg and We to decrease discriminator(xt, z

′)
and increase discriminator(y, z)

12: K ⇐ K − 1
13: end for
14: Generate latent vector z with We and test image x
15: Generate fake image y with Wg and latent vector z

self-training, a small amount of labeled data is used to train

the classification model. The model is then used to predict the

classes of unlabeled data. These pseudo labels are combined

with labeled data to train a new classification model. The

prediction is then repeated and the new observations are added

to the pseudo-label pool. Iterate over these steps until the

maximum number of iterations specified is reached.

We obtain the initialized parameters for the detection model

in the previous step. Then, we input all the training data



including normal data and abnormal data into the initialized

detection model to get their reconstructed images. According

to Formula (2), the abnormal scores of the unlabeled samples

were calculated and assigned with pseudo-labels, that is, the

abnormal scores below the threshold were labeled as ’0’

(normal samples), and the abnormal scores above the threshold

were labeled as ’1’(abnormal samples). The new normal

sample set is used to update the detector to improve the ability

of the detection model. The entire training process is iterated

until a predefined stopping criterion is met.In the iterative

training process, we differ from the traditional confidence-

based method to select reliable samples. Instead of adding

more label data, we replace the last round of labels with the

newly acquired labels and retrained the abnormal detectors.

The main reason for this is that in the absence of monitoring

information, the combination of the previous pseudo-label with

the newly acquired pseudo-label can lead to worse labels.

Based on experiments, we find that this simple strategy is

very effective.

VI. EXPERIMENTS

A. Datasets

In the evaluation, we adopt MNIST and Fashion-MNIST

datasets to evaluate our Rt-BiGAN. MNIST dataset contains

60,000 samples as training data and 10,000 samples as test

data. Fashion-MNIST also contains 60,000 images in 10

categories. We set the MNIST dataset as normal samples and

Fashion-MNIST as abnormal samples. Thus, while the model

training, we need to identify the Fashion-MNIST samples from

the model training dataset.

B. Performance Evaluation Metrics

Area Under Curve (AUC) is defined as the Area Under

the ROC Curve enclosed by the coordinate axis. The ROC

Curve is called receiver operating characteristic Curve, which

is based on a series of different binary classification of values

or decisions. AUC is a kind of performance index to measure

the performance of two-classification learners. Thus we use

AUC as a performance evaluation index in our experiment.

By definition, AUC can be obtained by summing the areas

under the ROC curve.

C. Image Generation Experiments

Fig. 3 is the result of Rt-BiGAN generating an invisible test

class on the Mnist dataset (100,000 iterations on the training

task).The first line of each number represents the training data.

The next three lines are the model-generated images (after

fine-tuning 20 gradient steps on these data points)

D. Effective in Mnist Dataset

As shown in Fig. 4 .(a) , we first train the BiGAN network

on a training dataset containing only normal data and get

the ROC curve on the test set to test its performance. It

can be seen that the detection performance of the model is

high without abnormal data, and its AUC value is up to 0.98.

We then train the anomaly detection model on the dataset

Fig. 3: Generated Samples

containing the anomaly data, and also get the ROC curve on

the dataset. As shown in Fig. 4 .(b), since the training dataset

contains abnormal data and the BiGAN network has strong

learning ability, the detection performance of the anomaly

detection model decreases significantly by learning not only

the distribution of normal data but also the distribution of

abnormal data. The ROC curve is significantly lower than

the model trained on the normal data set, the AUC is only

0.59, which is a 0.33 drop between 25 and 35, and it is also

significantly lower than the model trained using only normal

data. Finally, we evaluate the anomaly detection performance

of the model by semi-supervised iterative training on the initial

model. The results are shown in Fig. 4 .(c). It can be seen

that the ROC curve of our method is slightly less than that

of the model trained with only normal data and its AUC is

0.84. Compared with the model trained over abnormal training

data, the AUC value is increased from 0.59 to 0.84, and the

AUC value is increased by 0.25. The performance is improved

obviously.At the same time, the AUC value of the initial

anomaly detection model is about 0.6, which can be increased

by 10-15% through iterative training. This shows that the self-

training method can improve the performance of the detection

model iteratively.

TABLE I: AUC performance of different methods on normal

dataset and polluted dataset.

Method Normal data Polluted data
AnoGAN 0.99 0.46
EGBAD 0.98 0.52
Rt-BiGAN 0.98 0.84

E. Performance comparison

We trained Anogan, EGBAD, and our model Rt-BiGan on

normal datasets 1 containing only mnist data and contaminated

datasets 2 containing both mnist and fashion data, finally, it is

detected on the test set. The results are shown in Table. I , and

it is clear that our approach works better on thie contamination

data set than other approaches.



(a) Normal training set (b) Polluted training set (c) Polluted training set

Fig. 4: The ROC curve of the algorithm

VII. CONCLUSION

In this paper, we study an anomaly detector in federated

learning. We proposed a tiruly unsupervised anomaly detection

data management method to maintain the results even if

the training data is polluted. The anomaly detection model

was initialized by training a BiGAN meta-model on several

generating tasks, and then we feed some normal data to

perform several steps of gradient tracking on the meta-model.

Finally, a semi-supervised self-training is carried out based

on the initial anomaly detection model to further improve the

detection capability. The simulation results demonstrated that

our mechanism can identify the outliers effectively.
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