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Blockchain technology, whose most successful application is Bitcoin, enables non-repudiation and non-

tamperable online transactions without the participation of a trusted central party. As a global ledger, the

blockchain achieves the consistency of replica stored on each node through a consensus mechanism. A well-

designed consensus mechanism, on one hand, needs to be efficient to meet the high frequency of online

transactions. For example, the existing electronic payment systems can handle over 50,000 transactions per

second (TPS), while Bitcoin can only handle an average of about 3TPS. On the other hand, it needs to have

good security and high fault tolerance; that is, in the case when some nodes are captured by adversaries,

the network can still operate normally. In this article, we establish a reputation system, called RTChain, to

be integrated into the e-commerce blockchain to achieve a distributed consensus and transaction incentives.

The proposed scheme has the following advantages. First, an incentive mechanism is used to influence the

consensus behavior of nodes and the transaction behavior of users, which in turn influence the reputation

scores of both nodes and users. That is, when a node correctly processes a transaction, it will receive the

corresponding reputation value as a reward, and the reputation value will be reduced as punishment not

only when the node is dishonest and violates the consensus agreement but also the transaction is not com-

pleted as required. Just like electronic transactions in the real world, the higher the reputation of the user,

the more likely it is to be selected as the transaction partner. A user with a low reputation will be gradually

eliminated in our system because it is difficult to complete the transaction. Second, RTChain uses a verifiable

random function to generate the leader in each round, which guarantees fairness for all participants and,

unlike PoW, does not consume a large amount of computing resources. Then our consensus mechanism se-

lects the nodes with high reputation scores to reduce the number of nodes participating in the consensus,

thus improving the consensus efficiency, so that RTChain’s throughput can reach 4,000TPS. Third, we built a

reputation chain to implement the distributed storage and management of reputation. Finally, our consensus

mechanism is secure against existing attacks, such as flash attacks, selfish mining attacks, eclipse attacks, and

double spending attacks, and allows nodes that participate in the consensus to fail, as long as the reputation

of the failure node does not exceed one-third of the total reputation. We build a prototype of RTChain, and

the experimental results show that RTChain is promising and deployable for e-commerce blockchains.
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1 INTRODUCTION

With the stable operation and growing use of Bitcoin [29] for many years, Bitcoin’s underlying
technology, blockchain, has gradually attracted widespread attention in industry and academia.
In recent years, the nature and characteristics of blockchain technology have made it applicable
not only to the field of digital cryptocurrencies such as Bitcoin but also as an innovative technical
framework in fields that require the establishment of a distributed, point-to-point trust relationship
such as e-commerce.

The consensus mechanism is the core technology of the blockchain, which guarantees the
consistency of replica stored on each node without the participant of any trusted party. A well-
designed consensus mechanism, on one hand, needs to be efficient to meet the high frequency of
online transactions. For example, the existing electronic payment systems can handle over 50,000
transactions per second (TPS), while Bitcoin can only handle 3TPS. On the other hand, it needs
to have good security and high fault tolerance; that is, even when some nodes are captured by
adversaries, the network can still operate normally.

The most popular and widely used consensus mechanism is the Proof-of-Work (PoW), which is
used in the mainstream blockchain platforms such as Bitcoin and Ethereum. PoW relies on miners
to continuously mine (working on a cryptography puzzle) to maintain the normal operation of
the system and achieve consistency of blockchain, and full nodes distributed around the world in
many independent jurisdictions validate transactions and blocks. However, the process of mining
consumes substantial computing resources and leads to a concentration of global mining power,
which enables 51% of attacks. Moreover, it needs to wait for six confirmations (60 minutes on av-
erage) to commit a transaction throughout the network. Consensus algorithms that are not based
on computing power, such as Proof-of-Stake (PoS) and Delegated Proof-of-Stake (DPoS), have not
been proved theoretically. The strong consistency algorithm such as the Practical Byzantine Fault
Tolerant algorithm (PBFT) has the disadvantages of high algorithm complexity and low degree
of decentralization. Therefore, the design and implementation of a secure and efficient consen-
sus mechanism is one of the major requirements in the application of blockchain technology to
conduct secure electronic transactions.

In addition, the openness and dynamics (nodes join and leave the network) of the peer-to-peer
(P2P) network greatly increase its security risks. In such a network, there is no centralized au-
thority to authenticate nodes (users) and manage the network. In the e-commerce blockchain,
the nodes (users) need to judge and select the transaction partners by themselves. Untrustworthy
and improper cooperation between nodes will increase the security risk of the system. Thus, it is
necessary to establish a complete reputation system, which can provide the basis for the nodes
to select the transaction partners and constrain the node behavior. However, existing reputation
systems used in blockchains focus only on consensus mechanisms and do not reflect the behavior
of users in the transaction. That is, there is no guarantee that both parties of the transaction will
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comply with the pre-defined rules. If dishonest or malicious users deliberately violate the transac-
tion rules, it will compromise the security of the blockchain network. Combining the reputation
system with the consensus mechanism and transaction behavior allows both parties of the trans-
action to freely choose the service provider based on their reputation and can better constrain the
user’s behavior in the consensus and transaction processes, thus enabling the entire blockchain
system to be secure and reliable.

1.1 Contributions

In this article, we design a complete reputation system with transaction and consensus incentives,
named RTChain, for e-commerce blockchain, which mainly divides the user’s reputation into con-
sensus reputation and transaction reputation. The main contributions are described as follows.

• First, in RTChain, the behavior in the processes of consensus and transaction will affect
the user’s reputation. After each block is determined, the reputation of the node will be
recalculated. The behavior of a node in the system will affect its reputation value; nodes
with high reputation will be more likely to be selected as transaction partners and there
will be more rewards in the consensus.

• Second, we propose a new reputation-based consensus mechanism with the following three
characteristics: (1) We use a verifiable random function to select the leader, rather than
solving a puzzle like the Bitcoin system, so that our scheme does not consume substantial
computing power. (2) We choose a subset of the nodes in the system with high reputation
scores to implement the consensus mechanism. Reducing the number of consensus nodes
decreases the system load and network traffic, thus improving the efficiency of consensus.
(3) Reputation scores will not only affect the weight of nodes voting in the consensus but
also make the nodes with high reputation value more likely to receive the rewards through
the weighted sampling algorithm. The dishonest users will be punished with lowering repu-
tation scores. This incentive mechanism will enable users to honestly complete transactions
and consensus agreements and make the network more robust.

• Third, we use a reputation chain to store and update the reputation of the nodes, without
the need for trusted third parties to manage reputation.

• Fourth, we provide a detailed security analysis of RTChain. The analysis shows that
RTChain has the properties of persistence, liveness, and compatibility, and can resist most
network attacks such as flash attacks, selfish mining attacks, eclipse attacks, and double
spending attacks.

• Finally, we build a prototype of the RTChain and evaluate its performance in terms of the
time cost of transaction confirmation and consensus and the throughput of the system.
The experiment results show that the throughput of RTChain can achieve 4,000TPS; thus,
RTChain is efficient and deployable compared with existing consensus algorithms.

1.2 Article Organization

The rest of the article is organized as follows. In Section 2, we introduce the existing consensus
mechanisms, especially reputation-based consensus mechanisms, and their advantages and dis-
advantages. Section 3 introduces the detailed process of our consensus mechanism. In Section 4,
we introduce the reputation system, including reputation in consensus, reputation in transaction,
and reputation storage and management. Section 6 gives the security analysis of our scheme. We
implemented the system and evaluated its efficiency in Section 7. Finally, we conclude the work
in Section 8.
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2 RELATED WORK

The consensus mechanism is a method for determining the accounting rights of distributed ledgers
(i.e., blocks) according to a pre-negotiated rule among distributed nodes so that different nodes can
reach consensus on transaction data and ensure the consistency and authenticity of the distributed
ledger data.

2.1 Strong Consistency Consensus and Eventual Consistency Consensus

According to various criteria, consensus algorithms can be divided into two classes: strong con-
sistent consensus algorithms and eventually consistent (probabilistic) consensus algorithms.

Strong consistency consensus algorithms are mostly used in private blockchains and consor-
tium blockchains where the number of nodes is small and there is a stronger requirement for con-
sistency and correctness. Typical strong consistency consensus algorithms include the Byzantine
Fault Tolerance (BFT) mechanism [25], the PBFT mechanism [27], the Paxo mechanism without
considering Byzantine faults [24], and the Raft mechanism [31], among others.

With the development and application of blockchain technology, researchers have put forward
some new strong consistency consensus algorithms. HoneyBadgerBFT [28] is the first practical
asynchronous BFT protocol and therefore does not require any time hypothesis. Even when the
network is unreliable (provided the network remains connected), HoneyBadgerBFT can track the
available bandwidth in the network so that the message is finally delivered to each node. HotStuff
[36] combines the view change process with the normal process to reduce the complexity of view
change. In addition, the threshold signature is introduced to reduce the complexity of message
verification. SBFT [16] is a state-of-the-art Byzantine fault tolerant permissioned blockchain sys-
tem that addresses the challenges of scalability, decentralization, and world-scale geo-replication.
Compared with the highly optimized system that implements the PBFT protocol, SBFT provides
almost twice the throughput. The next 700 BFT protocols [4] present a new abstraction for design-
ing and reconfiguring generalized replicated state machines. Abstract can be used to considerably
simplify the incremental development of efficient Byzantine fault-tolerant state machine replica-
tion protocols that are notorious for being difficult to develop.

Eventually consistency consensus algorithms are mostly used in public blockchains with a large
number of nodes, and it is difficult to achieve 100% consistency and correctness for all nodes.
Typical eventual consistency consensus algorithms include PoW [11, 18], PoS [10, 21, 35], and
DPoS [1], among others.

Among the eventual consistency consensus algorithms in recent years, Snow White [6] and
Ouroboros [20] are two competitive algorithms. Snow White solves the problem of the dynamic
distribution of stakeholders and uses a corruption delay mechanism to protect the security of the
system. Snow White is the first provably secure, robust, and reconfigurable PoS consensus proto-
col. Even if the adversary controls a small portion of the stake, it can still maintain the security
of the system. Ouroboros is also a blockchain consensus protocol based on PoS and capable of
providing strict security guarantees (the security attributes of two robust transaction ledgers: per-
sistence and liveness). Ouroboros combined new reward mechanisms to motivate the PoS protocol
and proved that honest behavior under this mechanism is close to the Nash equilibrium and there-
fore can withstand attacks such as selfish mining.

Hybrid consensus mechanisms combine different consensus mechanisms. AlgoRAND [9] com-
bines POS and BFT; the algorithm has a new property, participant replaceability, which makes it
more secure in an adversarial environment. The main advantages of AlgoRAND are (1) the prob-
ability of forking is negligible, (2) the computational complexity of the algorithm is small, and (3)
the time for generating a block is close to the time of propagation of the block in the network.
ELASTICO [26] and Omniledger [23] are good combinations of PoW and PBFT. ELASTICO’s core
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idea is to divide the nodes in the network into several small committees; each committee will deal
with disjoint transaction sets. Omniledger uses a bias-resistant public-randomness protocol to se-
lect large, statistically representative shards to process transactions and introduces an efficient
cross-shard commit protocol that atomically handles transactions affecting multiple shards, so as
to ensure the security and correctness. Chainspace [2] and RapidChain [38] combine the PoW and
BFT protocol. On the basis of sharding, Chainspace constructs the smart contract application plat-
form, which realizes the communication sharding and calculation sharding of transactions and
smart contracts. Rapidchain is the first public blockchain protocol based on sharding. It can resist
Byzantine faults of up to a third of participants and achieves complete sharding of the communi-
cation, computation, and storage overhead of transactions without assuming any trusted setup.

In summary, the strong consistency consensus algorithm is more secure, but it has a higher com-
plexity and is a multi-center mechanism. The eventual consensus algorithm has a higher degree of
decentralization and a lower complexity of the algorithm, but it is less secure. How to design secu-
rity and efficient consensus algorithms for cross-secure domain data sharing applications requires
further research.

2.2 Reputation-Based Consensus

In recent years, some scholars have introduced reputation systems into blockchains to improve
reliability and efficiency. Carboni provides a decentralized and distributed feedback management
system in his paper [8] . It can be built on top of the Bitcoin protocol and it is directly imple-
mentable on top of the Bitcoin network. Using feedback management, which is a decentralized
architecture without a single point of control, makes the system decentralized, secure, and global.
A reputation-based consensus protocol for the peer-to-peer network called Proof of Reputation
(PoR) [14] is proposed by Gai et al. where reputation serves as the incentive for good behavior,
and the service provider who has the highest trust value can publish a new block. Participants
improve their trust score by providing a certain service and broadcasting the transaction honestly.
Yu et al. propose a consensus mechanism based on reputation called RepuCoin [37]. A miner’s
power is decided by its reputation instead of its computing power in a short time range. RepuCoin
separates leader election from transaction serialization, and miners solve the Bitcoin-like puzzle
to generate a new keyblock. The leader is chosen from a consensus group, which is a group of
users who have a high reputation value and commit the transactions into microblocks. The con-
sensus group members need to run a consensus algorithm (such as Byzantine fault-tolerant) with
reputation-based weighted voting to determine the final blocks.

However, none of the existing reputation-based consensus mechanisms or reputation systems
used in blockchain consider the user’s behavior in the process of transaction. For example, if a
user does not comply with or willfully breaks the trading rules, if the service provider does not
ship the goods after the purchaser pays, or if the purchaser cancels the transaction without any
reason, there will be no impact or punishment. Malicious users will exploit this flaw and place the
e-commerce blockchain at risk and render it unstable.

In this article, we propose a reputation system with transaction and consensus incentives for
the e-commerce blockchain. In our system, every action of the user in the processes of consensus
and transaction will affect his or her reputation and the system reaches high efficiency compared
with existing consensus mechanisms.

3 THE CONSENSUS MECHANISM

In this section, we will present the basic flow of the reputation-based consensus mechanism. It
mainly concerns leader election and block publication. In addition, we also introduce the security
assumptions, basic concepts, and a reward system in this section.
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3.1 Security Assumptions

In the scheme discussed in this article, the system is asynchronous and distributed, which means
that messages in the network may be lost, duplicated, delayed, or out of order in some cases. In
addition, in the system proposed in this article, each node is independent, and the failure of each
node is an independent event, ensuring that a node failure will not cause other nodes to fail.

We assume that there is a malicious adversary A in the system, and that adversary A can manip-
ulate multiple failure nodes. In order to ensure the safety and liveness of the system, we assume
that when f nodes become faulty, at least 3f + 1 nodes must be honest; that is, they conform to
the protocol rules. In this way, all clients will eventually receive a response to their request, and
the delay will not increase indefinitely.

Finally, we assume that the adversary A cannot delay honest nodes indefinitely, and the com-
puting power of the adversary A is limited; he or she cannot crack the encryption algorithm, forge
a digital signature, or extract the message content from the hash data.

3.2 Basic Concepts

In our proposed scheme, there are several basic concepts that differ from other consensus mecha-
nisms. In this subsection, we will introduce these concepts in detail.

3.2.1 Users and Nodes. In our scheme, anyone who enters the e-commerce blockchain system
at the transaction level is called a user. At the same time, at the network level, we call it a node. A
public key pkj identifies the user (node) j who owns the corresponding secret key skj .

On one hand, in the transaction phase, each transaction has a service provider and a purchaser. We
represent the service provider and the purchaser in a transaction as a group of transaction partners.
After the service provider provides the corresponding service to the purchaser, the transaction
record is broadcasted to the network. The transaction is not completed until it is recorded in a
block that is appended to the blockchain.

On the other hand, in the consensus phase, the role of a node can be a leader, a leader candidate,
and a consensus group member. The scheme selects leader candidates based on a specific crypto-
graphic method, and the leader is elected from a set of leader candidates. The consensus group is
a subset of the most reputable users.

3.2.2 Transaction. In a transaction scenario, the purchaser first needs to send a service request
to the service provider:

Req = (pk,pk ′, I ,Epk (I ′),σ ), (3.1)

where pk is the service provider’s public key, pk ′ is the purchaser’s public key, I is the service
request information that is not sensitive, I ′ is the service request information that is sensitive,
Epk (I ′) is the ciphertext of the sensitive information I ′ encrypted using the service provider’s
public keypk , andσ is the digital signature of (pk,pk ′, I ,Epk (I ′)) signed with the purchaser’s secret
key sk ′. It should be noted that pk not only represents the value of the public key but also uses
pk to mark a user in our system. Therefore, although the service provider knows its own public
key, both sides of the transaction are included in the Req message, so as to retain the complete
transaction information in the block.

After the service provider completes the corresponding service, it needs to give the purchaser
a response. The form of the response message is as follows:

Res = (Req,Epk ′ (S ),σ ′), (3.2)
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Fig. 1. The transaction structure.

where Req is the original request message, S is information about the service provided, Epk ′ (S ) is
the ciphertext of the service information S encrypted using the purchaser’s public key pk ′, and σ ′

is the signature of (Req,Epk ′ (S )) signed with the provider’s secret key.
After the purchaser receives the response message, it checks the service information and gives

the service provider a transaction score RT for this transaction and broadcasts it to the network as
a Transaction:

Transaction = (Res,RT ,σ
′′), (3.3)

where Res is the transaction information created by the service provider with its signature, con-
taining the corresponding request message; RT is the transaction score; and σ ′′ is the digital sig-
nature of (Res,RT ) sign with the purchaser’s secret key. This process is shown in Figure 1.

A TransactionList consists of all transactions in the network over a period of time, which is
shown as below:

TransactionListi = {Transaction1,Transaction2, ...}. (3.4)

3.3 Consensus Group Election

At the beginning of each round of consensus, members of the consensus group need to be elected.
LetGr denote the set of consensus group members in round r . They are selected from the users with
the top |G | highest reputation scores as computed in round r − 1, where |G | represents the number
of members in the consensus group G. The specific value of |G | should be defined during system
initialization according to system requirements and can be appropriately adjusted according to
the number of users and reputation distribution in the system. Specifically, in this article, the
initial value is selected based on the reputation of the consensus group members and is 50% of the
reputation of all nodes. The value of |G | that meets this requirement changes with the operation
of the system, so it is possible to adjust the |G | after the system runs for a period of time to meet
this requirement. User i in the consensus group in round r can be expressed as

pki ∈ Gr . (3.5)

The consensus group is re-elected at the beginning of each round and can only perform the cor-
responding operations in this round. Becoming a member of the consensus group and completing
its proper operations improve the reputation score of a node, and in addition, the node is awarded
a transaction fee. This provides an incentive for members of the consensus group to conform to
the rules of the consensus mechanism.
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ALGORITHM 1: Leader Election

Input: the user’s identity pki , the number of round r , the previous block Blockr−1, and a constant p
Output: a candidate block Blockr,i

1 if H (SIGski
(r ,Qr−1)) � p then

2 break;

3 else

4 Lr = Lr ∪ pki ;

5 calculate Qr,i = H (SIGski
(r ,Qr−1));

6 Package transactions in this time period into TransactionListr,i ;

7 Integrate the round number r , parameter Qr,i , hash value of TransactionListr,i , hash value of

Blockr−1, pki , and the timestamp into the BlockHeaderr,i ;

8 Let Blockr,i = (BlockHeaderr,i ,TransactionListr,i );

9 Send (Blockr,i ,σr,i , SIGski
(H (Blockr,i ))) and σr,i to the consensus group Gr respectively.

10 end

3.4 Leader Election

In a new round of the system, each user needs to calculate if the hash value of the signature signing
with his or her own secret key ski satisfies the following formula:

H (SIGski
(r ,Qr−1)) < p, (3.6)

where ski is user i’s secret key, and r represents the number of rounds of the system. p is a system
parameter that determines the size of the set of leader candidates; its value should be set during
system initialization and can be adjusted according to the system operation. The larger the value
of p, it means that there are more leader candidates, the security of the system is higher, but at the
same time its efficiency will be reduced. Qr is the seed of the r th round and Qr is calculated as

Qr =

{
H (SIGlr−1

(r ,Qr−1)) if Br−1 is a legal block
H (r ,Qr−1) if Br−1 is an empty block.

(3.7)

Q0 is a set of random numbers generated during system initialization. lr−1 is the leader of round
r − 1. If the system successfully reached consensus in the r − 1 round, the block Blockr−1 is a legal
block, and the parameter Qr will be stored in the block r ’s block header by the leader of round r .
The empty block does not contain any transaction, and there will be no leader in this round.

If the user’s signature result satisfies Equation (3.6), he or she becomes a leader candidate for this
round. In each round, multiple users meet the formula to become leader candidates. Every leader
candidate needs to complete the work of the leader in the consensus, but no one can know at this
time who the true leader is, including the leader candidates themselves. In this way, malicious
attackers can be prevented from attacking the leader of this round.

Each leader candidate packages the transactions in the network in a specific order (e.g., in
chronological order of transactions) and integrates them into the block. The leader candidate i
in round r should send the block the following message to the consensus group Gr :

< Blockr,i ,σr,i , SIGski
(H (Blockr,i )) >, (3.8)

where σr,i = SIGski
(r ,Qr−1). In addition, the leader candidate also needs to send the signature

σr,i to the consensus group separately so that in most instances the consensus group members
will receive the signature of the leader candidate before receiving the whole message.

The leader election algorithm is shown in Algorithm 1, where Lr is a list of leader candidates in
round r .
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Fig. 2. Block generation of RTChain.

3.5 Block Publication

In this stage, the consensus group determines the final block Blockr of round r .
In the previous stage, the leader candidates send a block message and certificate signature σr,i

to the consensus group. Due to the length of the two messages, the consensus group members will
probably get the certificate signature σ first. In this way, members of the consensus group can first
verify that they are the current leader candidates of this round by hashing the received signature
and find the one with the smallest hash value. The leader candidate with the smallest hash value
of the signature is the leader in this round and expressed it as lr , which is the leader of round r .

Each user pki ∈ Gr checks the complete message from the leader lr , which contains Blockr,i and
its signature Siдski

(H (Blockr,i )). The consensus group members first check if the signature is legal
and, if so, check the block Blockr,i further. The consensus group member sends H (Blockr,i ) with
its signature to other consensus group members only if the block and the signature of it are both
legal. Otherwise, send ∅ to other consensus group members.

For a period of time, if the consensus group member receives 2f ′ + 1 messages that are the
same as their own calculated hash value and are not ∅ (where f ′ is the number of failure nodes in
the consensus group), and the signatures of these messages are correct, he or she sends a commit
message to other consensus group members. A commit message contains the leader of this round
lr , Blockr,i , and its hash H (Blockr,i ):

< COMMIT , lr ,Blockr,i ,H (Blockr,i ) > . (3.9)

If there are more than 2f ′ + 1 commit messages, a consensus is reached on the newly gen-
erated block Blockr,i of the leader lr in round r . This block will be issued to the blockchain
with a certificate CERTr issued by the consensus group Gr as block Blockr . Among them, in the
consensus process of the consensus group, each message (vote) they send will be signed with
their private key, and CERTr is the collection of signed commit votes. This process is shown as
Figure 2.

For other situations that may exist in the system, if the consensus group did not reach a consen-
sus, or the leader posted an illegal block, the system will generate an empty block in this round.
That is to say, each block in the blockchain is in one of the two forms: if the leader of the r th round
correctly generates the transaction list and block, and the consensus group reaches the consensus,
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Fig. 3. The blockchain structure.

then

Blockr =(r ,Qr ,H (Blockr−1),H (TransactionListr ),

pklr
, timestamp,TransactionListr ,CERTr );

(3.10)

if not, then

Blockr = (r ,Qr ,H (Blockr−1), timestamp,ϕ,CERTr ). (3.11)

Separating transaction serialization and block publishing can prevent users from generating
multiple keys to influence system operation. When a user has multiple keys, he or she will have
a greater probability of becoming a leader, but after the leader packages the transaction, it needs
the consensus group to check and reach a consensus before it can be published on the blockchain.
The selection of the consensus group is based on the user’s reputation score, which requires the
user’s long-term good performance in the system, and we will introduce it in detail later. In this
way, the system can avoid Sybil attacks.

Finally, the blockchain structure generated by our proposed scheme is shown in the Figure 3.

3.6 Consensus Group Vote

In Section 4, we will introduce that the user’s reputation is determined by the consensus reputa-
tion and transaction reputation. The selection of members of the consensus group is based on the
consensus reputation. The weight of voting for each consensus group member is different. That is
to say, in the above consensus process, the members of the consensus group do not have to wait
until more than two-thirds of the votes are received, but the sum of the weights of the votes re-
ceived by them exceeds two-thirds of RG , where RG is the sum of the reputation of the consensus
group members as computed in round r − 1.

In our scheme, the weight of the consensus group members’ votes is determined by their final
reputation (consensus reputation and transaction reputation). In the last two steps of the consen-
sus, the consensus group members only have to wait for the total reputation of the votes received

to be greater than
2RG

3
.

One advantage of this is that only users who correctly participate in the consensus mechanism
are more likely to enter the consensus group. Users cannot enter the consensus group by initiating
more transactions, thereby increasing their transaction reputation.

3.7 Rewards System

Similar to most blockchain systems, there are two types of rewards in our system. First, the user
who is eventually selected as the leader and correctly completes his or her task will receive a
reward. This reward is similar to the mining reward in Bitcoin, and the amount of this award
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should be set in advance in the system. Just as the mining reward in Bitcoin will be adjusted
according to the length of the blockchain, we hope that RTChain can be applied to more different
application scenarios, so RTChain can also be adjusted according to the operating status of the
system.

In our system, another form of reward comes from transaction fees. Each transaction that is
integrated into the transaction blockchain requires a certain transaction fee. The amount of the
transaction fee is pre-set in the system and is felt by many factors such as the transaction amount.
In RTChain, it has an accompanying crypto-currency according to different transaction scenarios.
For example, when we use RTChain in electronic transactions, the system uses electricity coin
as crypto-currency. Users use electricity coins to conduct electricity transactions, and transaction
fees are also paid in the form of electricity coins. Each transaction fee in the block Blockr of the
t th round will be distributed to some consensus group members of the round r or the leader lr
according to the following rules. We represent the transactions of the TransactionListr in the r th
round as {Transaction1,Transaction2, ...,Transactionn }. In this subsection, the nodes we consider
are the set of consensus group members and the leader in the r th round (i.e., a total of ( |G |r + 1)
nodes). A random number ωi ∈ (0, 1) is generated for each of the nodes i . Then calculate

Si = ω

1

Ri
,

(3.12)

where Ri is the consensus reputation of node i , which we will cover in detail in the next section.
Select the corresponding n nodes with the highest S to obtain the transaction fee of n transactions
in theTransactionListr . In the above weighted sampling algorithm, any member of the leader and
consensus group numbers may receive a transaction fee, but the higher the user’s reputation, the
more likely it is to obtain a transaction fee. This will incentivize users to honestly implement con-
sensus agreements to improve their reputation. In this process, we will introduce a smart contract
to calculate user rewards. Smart contracts are written and executed in code, combined with the
traceability and non-tampering characteristics of the blockchain, to avoid errors and disputes in
artificially calculating rewards. We write the above-mentioned reward distribution method into
the smart contract. After each round, the smart contract is automatically executed and the reward
is distributed to each user.

On the other hand, in the transaction blockchain, although the identity information of the ser-
vice provider and the purchaser will be protected, its reputation will be disclosed. This means that
the increase or decrease of their reputation can also be a form of reward and punishment for users.
When the user’s reputation is higher, he or she will be more likely to be selected as the transaction
partner. Every action a user takes when participating in the system will affect his or her reputation.
We will introduce the detailed reputation mechanism in Section 4.

4 REPUTATION SYSTEM

In this section, we define the reputation system used in the consensus mechanism in detail. In
the process of users’ participation in the consensus mechanism or after completing a transaction,
users’ reputation will change. The notations we will use are defined in Table 1.

4.1 Reputation in Consensus Mechanism

In this part of the reputation system, the reputation score of a node depends on its performance
in the consensus mechanism. In each round, if the node is not selected as a leader or a member of
the consensus group, its consensus reputation score will not change. For the node participating in
the consensus, the reputation score will increase if it performs its work as a leader or a member
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Table 1. Notations

Notation Explanation

r the number of rounds;
xl the number of times that the node has become a leader;
xw the number of times that the node has misbehaved when it becomes a leader;
α the reputation system parameter, α ∈ [0, 1];
β the consensus reputation system parameter, β ∈ [0, 1];
k the number of the consensus group members and leader performing their work

correctly in consensus mechanism;
m the number of consensus group members who behave incorrectly and vote

differently from the majority vote;
n the number of nodes in the system;

p (r )
i the consensus reputation score of node i in round r ;

T (r )
i the transaction reputation score of node i in round r ;
ti j the transaction score for node j scoring by node i;
ci j the normalizing transaction score for node j scoring by node i;

R (r )
i the reputation score of node i in round r ;

RT the score of the transaction, which has the same meaning as ti j .

of the consensus group. Conversely, if it behaves improperly, its reputation score will drop. Next,
we will define the reputation score in the consensus mechanism in detail.

Let p (r )
i ∈ [0, 1] be the consensus reputation of node i in round r . The consensus reputation of

node i at the end of round r + 1 is determined based on the previous consensus reputation p (r )
i and

the performance in the current round of the consensus. The consensus reputation of round r + 1
is calculated as

p (r+1)
i =

⎧⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩

p (r )
i (if node i is not selected as the leader or as a member of consensus

group)

p (r )
i +

1

k
(1 − p (r )

i ) (if node i is selected as the leader or as a member of consensus and

performs its work)

m − 1

m
p (r )

i (if consensus group member i behaves incorrectly and votes differ-

ently from the majority vote)

βp (r )
i (if leader i misbehaves and submits a conflicting transactions),

(4.1)
where k is the number of the consensus group members and leaders performing their work cor-
rectly,m is the number of consensus group members who behave incorrectly and vote differently

from the majority vote, and β ∈ [0, 1]. In our scheme, β =
xl − xw

xl
, where xl is the number of times

that the node has become a leader, and xw is the number of times that the node has misbehaved
and submitted conflicting transactions when it became a leader. In this way, the more misconduct
of the leader, the greater the impact on its reputation.
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If node i does not participate in any work in this round of consensus, its consensus reputation
will not change compared with the previous round. In addition to this, the node may be a leader or
a consensus group member in this round. As described in Section 3, the function of a leader is to
gather validated transactions into a block. If the fees are significant compared to the block reward,
this will encourage the leader to package as many transactions in the current network as possible
into the block. In addition, if the block is legal and eventually added to the blockchain, the consen-

sus reputation value of this leader will also be improved by p (r+1)
i = p (r )

i +
1

k
(1 − p (r )

i ). However,

if the leader submits conflicting transactions that cause the block to be illegal, its consensus rep-
utation will decrease. The extent of its decline in its consensus reputation is determined by the
system parameter β . Another role in the consensus mechanism is the members of the consensus
group whose duty is to select the leader from the leader candidates and implement a consensus
mechanism to determine the final block. If node i in consensus group Gr+1 of round r + 1 sends
legitimate messages at every step of the consensus mechanism, then its consensus reputation will

improve by p (r+1)
i = p (r )

i +
1

k
(1 − p (r )

i ). Under these circumstances, when the node i has a lower

consensus reputation, a correct consensus behavior will increase its consensus reputation score
more significantly. This encourages lower-reputation users to better implement consensus agree-
ments. Another situation in the r + 1 round of members of the consensus group is that its vote is in
conflict with most people (in PBFT, its vote conflicts with two-thirds of consensus team members).

At this time, the consensus reputation of node i will decline by
m − 1

m
p (r )

i .

4.2 Reputation in Transactions

In the previous section, we mentioned that in each published transaction, the purchaser’s rating
RT for the service provider is included. Let ti j be the transaction score for node j as scored by node
i; the range of ti j is [−1, 1]. If ti j is less than 0, it means bad transaction behavior; otherwise, it is
good. When no transaction occurs between i and j or i = j, then ti j = 0. ti j has the same meaning
as RT , which emphasizes both sides of the transaction. In order to express it more clearly, we use
ti j in the calculation of transaction reputation. ci j is the normalizing transaction score that can be
calculated by

ci j =
ti j + 1∑

k (tik + 1)
. (4.2)

This makes the sum of all the standardized transaction scores of node i for all other nodes equal
to 1, and each standardized transaction score is in [0, 1]. This reduces the influence on the node’s
final transaction reputation that node i maliciously gives other nodes too high or too low scores.
Note that if node i has multiple transactions with node j (node i has multiple transaction scores
for node j), the numerator in the above equation should be the sum of them.

We define the transaction score matrix C to be [ci j ], which contains transaction scores for all
users in the system. After each round, the normalizing transaction scores ci j will be recalculated
and the matrixC will also be recalculated. The node’s transaction reputation scores in the r + 1-th
round are determined by its transaction reputation in the r th round and the updated transaction
score matrix C . The specific calculation method is as follows:

−−−−→
T (r+1) = (CT )

−−→
T (r ), (4.3)
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Fig. 4. Transaction scores in round r+1.

where
−→
T r is the transaction reputation scores of each node in the r th round. When the system was

first established, we defined the initial transaction reputation score of each node as

−−→
T (0) =

[
1

n
,

1

n
, . . . ,

1

n

]T

, (4.4)

where n is the number of nodes in the system. In some specific transaction environments, the
initial reputation of some nodes can also be set higher. Our system allows these parameters to be
adjusted for different scenarios.

We will give an example of four nodes to better understand the reputation system. At the end
of the r th round, we assume that the transaction reputation of the four nodes is

−−→
T (r ) = [0.4, 0.15, 0.2, 0.25]T .

In the r + 1-th round, the transaction scores of these nodes are shown in Figure 4. We can stan-
dardize the transaction reputation score, get the reputation matrixC , and calculate the transaction
score after the end of this round:

−−−−→
T (r+1) = (CT )

−−→
T (r ) =

⎡⎢⎢⎢⎢⎢⎢⎢⎣

0.21 0.17 0.25 0.38
0.25 0.18 0.27 0.29
0.21 0.31 .024 0.24
0.25 0.25 0.25 0.25

⎤⎥⎥⎥⎥⎥⎥⎥⎦

T ⎡⎢⎢⎢⎢⎢⎢⎢⎣

0.4
0.15
0.2
0.25

⎤⎥⎥⎥⎥⎥⎥⎥⎦
.

Therefore, we get the transaction reputation scores of the four nodes after the end of the new
round:

−−−−→
T (r+1) = [0.23, 0.22, 0.25, 0.31]T .

4.3 Global Reputation System

In the global reputation system, we will combine the reputation scores in transactions and the
consensus to derive the change in reputation of each node in each round.

The reputation of each node in the blockchain system will be recalculated at the end of each
round, and the latest reputation value for each node can be known by all nodes in the blockchain.
Below we will introduce the calculation method of reputation R.

Vector
−−→
R (r ) represents the reputation value of each node in the r th round; we define

−−→
R (r ) = (1 − α )

−−→
T (r ) + α

−−→
p (r ), (4.5)
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Fig. 5. Transaction blockchain with reputation blocks.

where
−−→
T (r ) is the transaction score of each node in round r ,

−−→
p (r ) is the consensus reputation score

of each node in round r , and α is a system parameter in [0, 1]. The system parameter α will be set
at system initialization. In general, the value of α should be 0.5. In this case, the proportion of con-
sensus reputation and transaction reputation in the total reputation is the same. But we hope that
our solution can be applied to more different application scenarios, so α can also be adjusted ac-
cording to demand. It can be seen that the reputation of the node is determined by the transaction
reputation score and the consensus reputation score; the size of α determines the proportion of
the transaction scores and the consensus reputation scores when measuring the user’s reputation
value. The greater the value of α , the greater the impact of the consensus reputation score. There-
fore, when the system pays more attention to the user’s consensus performance, it can increase
the value of α ; on the contrary, when the system pays more attention to the user’s transaction
performance, it decreases the value of α .

5 REPUTATION STORAGE AND MANAGEMENT

In this section, we improve the reputation system built in Section 4. We introduced a reputation
chain to store reputation scores and update their changes using incremental storage, which we
will explain in detail in this section.

5.1 Reputation Storage

Currently, in most transaction systems with reputation assessments, reputation is stored as one
of the user’s attributes in a central authority and managed and updated by the central authority.
In our scheme, reputation does not require any central authority to manage, but rather is stored
through a chain of specialized reputation blocks. The structure of a transaction blockchain with
reputation blocks is shown in Figure 5.

In this section, we focus on the reputation block of the above scheme. The reputation block
consists of two parts: the block header and the main block:

RepuBlocki = (RepuBlockHeaderi .ReputationListi ). (5.1)

The main block contains a list of reputations in the current round, which consists of multiple trans-
actions, each of which represents the reputation change of a node. The form of each transaction
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in the reputation block is

RepuTransaction = (pki ,Ti ,pi ,Ri ,σ ), (5.2)

where pki is node i’s public key recorded by this reputation transaction; Ti , pi , and Ri are the
updated transaction reputation score, consensus reputation score, and total reputation score, re-
spectively; and σ is the signature of the block packer (the leader lr of round r ) on the transaction.

In addition to the information in the general blockchain’s block header, the block header of the
transaction chain needs to contain the hash value of its corresponding block in the transaction
blockchain. The block header of the reputation block of the ith round contains

RepuBlockHeaderi = (i,H (ReputationListi ),H (RepuBlocki−1),H (Blocki ), timestamp). (5.3)

5.2 Reputation Management

The reputation block corresponding to block Blockr of the r th round is RepuBlockr . Block
RepuBlockr stores the reputation of the nodes after the r th round. These reputation changes will be
calculated and released by the leader of the r + 1-th round. (In the consortium blockchains, some
privileged nodes can calculate and publish the reputation changes as the system’s reputation ad-
ministrator). In addition, to the reach a consensus on the transaction block of the r th round, the
consensus group of the r + 1-th round needs to reach a consensus on the reputation block of the
r th round. That is to say, in the transaction blockchain with reputation blocks, the consensus group
of the r th round is no longer based on the reputation of nodes after the completion of round r − 1,
but on round r − 2, because at the beginning of the r th round, the reputation block of the r − 1-th
round has not yet reached a consensus. In this way, distributed management of reputation can
be achieved. After the leader generates the reputation block, all nodes of the network can jointly
maintain and manage the reputation chain. In addition, the reputation score is also related to the
calculation of reward. Similar to the consensus group election, the reward calculation of round r
also uses the reputation of round r − 2. As described in Section 3.6, a smart contract is introduced
in this article to perform the reward calculation. Therefore, the workflow of the r th round reward
calculation is as follows:

• the leader lr−2 commits reputation calculation of round r − 2 in the RepuBlockr−2;
• the smart contract takes reputation block as an input for reward calculation;
• the contract is executed along with other transactions to extend the public blockchain.

In particular, we will use incremental storage to reduce the size of the reputation blocks: a
reputation block only saves the node reputation that changed compared to the previous round.
If the reputation of a node has not changed in this round, the data of the node will not be saved
in the reputation block of this round. To find the reputation information of a node, we can traverse
the reputation chain from the back to the front until the reputation score of the node is found in
the reputation block. The number of blocks to traverse does not exceed the height of the current
reputation block. Users can also locally establish a reputation list that contains the reputation
information of all system users and update the local reputation list through the reputation chain
after each round. In this case, the user does not need to traverse the previous reputation block
repeatedly, and the total overhead does not exceed the overhead of traversing the reputation
chain once. Each reputation block only saves the final reputation of the nodes after the end of the
round. No matter how many times the reputation of the node changes in this round, only one data
of the node is saved in the reputation block. Assuming that the ratio of the active node to the total
number of nodes in the system is a, the compression ratio of the storage mode is at least 1 − a.
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Table 2. Attack Resilience

Attacks Bitcoin BitcoinNG ByzCoin RTChain

Liveness
√ √

×
√

Persistence × ×
√ √

FlashAttacks × × ×
√

Sel f ishMininдAttacks × × ×
√

EclipseAttacks × ×
√ √

DoubleSpendinдAttacks × ×
√ √

RecordPastTransactionBehavior × × ×
√

6 SECURITY ANALYSIS

In this section, we performed a security analysis of the scheme. We analyzed the aspects shown
in Table 2 and compared them with existing systems [12, 22, 29].

6.1 Reputation-Based Consensus Mechanism

The reputation-based consensus mechanism is different from the PoW mechanism used in the Bit-
coin system. In the consensus mechanism of PoW, the adversary can attack the system by control-
ling a majority of the hashing power. However, in the system of this article, the leader is randomly
selected, and the result depends on the random algorithm and is unpredictable. The verifiers of
the blocks in the system (i.e., members of the consensus group) are selected according to their
reputation scores. In each round, |G | users with the highest reputation are selected as members of
the consensus group to participate in the consensus.

If the adversary is selected as the leader, the maliciously generated block may not be reached by
the verifier, and in addition, the reputation score of the adversary will be reduced. If an attacker
wants to enter the consensus group, it will have to spend a lot of time to work honestly in the
system, and not directly attack the system through its computing power. If the adversary becomes
(or controls) a member of the consensus group, he or she still cannot control the operation of the
consensus mechanism, because the members of the consensus group adopt the PBFT consensus
mechanism. Only when the adversary controls more than one-third of the members of the con-

sensus group (
|G |
3

) at the same time can the security of the consensus mechanism be destroyed.

In addition to this, our system also satisfies the following four properties:
Persistence: If a node declares a certain transaction as confirmed, the remaining nodes will

either report this transaction in the same position on the blockchain or will not report any other
transaction in conflict to this transaction. The proposed algorithm solves the consistency problem
of blockchain systems such as Bitcoin and provides a deterministic transaction guarantee. Trans-
actions in the network are added by the leader candidate to their published pre-blocks (Blockr,i in
Figure 2), which pass through the consensus group and ultimately select the final block (or empty
block) for the current round. That is to say, once a transaction appears in the final block of con-
sensus, then the transaction is determined, and each node in the system will add this block to the
blockchain.

Liveness: All honest nodes that participate in the consensus can finally reach a consensus result.
In the basic PBFT protocol, it needs to wait for more than one-third of the honest nodes to vote, but
the system may have a transmission delay, causing it to lose its liveness. The following definition
of liveness is given in [34].
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Definition 1. A consensus algorithm P is live if and only if for every honest validatorv and finite
time t :

(1) there exists some time t ′ > t where v will have finalized a correct block b, and
(2) there is some time t ′′ > t where every other honest validator will have also finalized b.

In this article, the consensus group members who participated in the voting are the most active
and credible nodes in the system, and in the reputation-based consensus mechanism, a consensus
can be reached when the node participating in the consensus receives a total reputation of more
than two-thirds of the consensus group’s reputation.

Compatibility: The greater the contribution a node makes to the system, the more reward it
will receive. In the reward system proposed in Section 3, we divide rewards into reputation score
and transaction fees. The transaction fee obtained by a node is determined by a weighted random
sampling function, and the higher the reputation score, the higher the probability of the node ob-
taining the transaction fees. That is to say, in our system, the honest behavior of the node will
lead to the improvement of its reputation score, thus obtaining more rewards. Specifically, we de-
fine the probability that the consensus group members behave correctly as Prh (G ), the probability
that the consensus group members are dishonest and detected by the system is Prd (G ), and the
accuracy of the system to detect malicious operations is Prv (G ). So we have

Prd (G ) = Prv (G ) · (1 − Prh (G )). (6.1)

Further, we have the following theorem:

Theorem 1. A consensus group member i is honest with a probability of at least ε if m(1 −
Prd (G )) · (1 − pi ) < k · Prd (G ) · pi , where Prd (G ) = Prv (G ) · (1 − ε ).

Proof. According to the probability of honest behavior of the node, we define the benefit of
the member participating in consensus as

Reward (Prh (G )) = (1 − Prd (G )) · 1

k
(1 − pi ) − Prd (G ) · 1

m
pi

if m(1 − Prd (G )) · (1 − pi ) < k · Prd (G ) · pi , where Prd (G ) = Prv (G ) · (1 − ε ); then Reward (ε ) =

(1 − Prv (G ) · (1 − ε )) · 1

k
(1 − pi ) − Prv (G ) · (1 − ε ) · 1

m
pi < 0. We need to prove that for any node

in which Prh (G ) < ε , Reward (Prh (G )) is smaller than Reward (ε ). We have Reward (Prh (G )) = (1 −
Prv (G ) · (1 − Prh (G ))) · 1

k
(1 − pi ) − Prv (G ) · (1 − Prh (G )) · 1

m
pi , for Prh (G ) is smaller than ε ; thus,

Reward (Prh (G )) < Reward (ε ) holds. Consequently, if m(1 − Prd (G )) · (1 − pi ) < k · Prd (G ) · pi ,
where Prd (G ) = Prv (G ) · (1 − ε ), a consensus group member i is honest with a probability of at
least ε . �

Fault Tolerance: A blockchain is a distributed, decentralized system that maintains a shared
state. The role of the consensus mechanism is to enable the network to reach a consensus on this
state, but sometimes this consensus may not be achieved. Therefore, fault tolerance is an important
part of blockchain technology.

The traditional PBFT mechanism requires the total number of nodes n � 3f + 1 (where f repre-
sents the number of malicious nodes); that is, the system’s failure nodes must not exceed one-third
of the nodes of the whole network. In RTChain, our consensus mechanism allows no more than
one-third of the nodes to become faulty, or the total reputation of the failure nodes is less than
one-third of the consensus group’s total reputation. Therefore:

Definition 2. The system is safe when
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Fig. 6. The trend of consensus reputation changing with the number of times the consensus is correctly

executed.

(1) the number of members of the consensus group is at least 3f ′ + 1, where f ′ is the number
of failure nodes in the consensus group, and

(2) the total reputation of the failure nodes is less than one-third of the consensus group’s
total reputation.

For the first condition, we assume that the number of failure nodes in the consensus group is
f ′, and we have already demonstrated the compatibility of the system above; that is, the more
legitimate the user’s behavior, the higher his or her reputation score. Therefore, in a consensus
group, we can get

|G |
n
≥ f ′

f
. (6.2)

That is to say, when there are f ′ invalid nodes in the consensus group, the number of members of
the consensus group is at least 3f ′ + 1.

For the second condition, we set the number of nodes to 100,000, and the members of the consen-
sus group accounted for one-thousandth of the total number of nodes to simulate the reputation
change of the nodes. Figure 6 shows how a node’s consensus reputation changes with the num-
ber of times it correctly executes the consensus mechanism. It can be seen that when the nodes
correctly execute the consensus, the consensus reputation grows more and more slowly. When
the node is selected as a member of the consensus group and the consensus is correctly executed
10,000 times, its consensus reputation can reach about 0.5. Therefore, when the adversary wants to
increase the voting weight, he or she will pay more to increase his or her reputation score, because
it is difficult to obtain a high reputation score in a short time.

6.2 Security under Flash Attacks

In flash attacks [7], an attacker might purchase mining power (perhaps at a cost premium) for a
short duration via bribery. This type of attack is feasible in networks such as Bitcoin. But in our
system, the computing power is not available to the attacker to control the system, because each
node in the system has the right to participate in the consensus through its proper system behavior.
This allows our system to not only save computing power and reduce the waste of computing
resources but also defend against attacks by any adversary who owns or aggregates large-scale
computing power. RTChain prompts nodes in the transaction blockchain network to properly
complete transactions and consensus work, because the reputation of all nodes is public, which
will affect their later transactions.
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6.3 Security under Selfish Mining Attacks

Selfish mining attacks [13] allow a pool of sufficient size to obtain a revenue larger than its ratio of
mining power. It divides the miners into two categories: a colluding minority pool that follows the
selfish mining strategy and a majority that follows the honest mining strategy. The selfish min-
ing pool privatizes the blocks it mines, secretly bifurcating the blockchain and creating a private
branch, and honest miners continue to mine in the shorter public branch. Therefore, selfish mining
judiciously reveals blocks from the private branch to the public, such that the honest miners will
continue to mine on the longer blocks recently revealed, and their previous efforts on the shorter
public branch have been wasted. That is to say, in selfish mining attacks, selfish miners make hon-
est miners’ work ineffective by selectively exposing the blocks they are mining. Selfish mining is
an attack against Bitcoin mining and incentive mechanism. Its purpose is not to destroy the op-
eration mechanism of Bitcoin, but to obtain additional rewards and make honest miners perform
invalid calculations. At present, many efforts have been carried out to optimize and expand the
strategy of selfish mining [5, 15, 30, 33]. In RTChain, after each block is created by the leader of the
round, it needs to be submitted to the consensus group. After the consensus team members reach
a consensus, they can add a certificate CERT to the block and then publish it to the blockchain.
Each block is created based on the last block that has been added to the blockchain. The attacker
cannot predict the next round of leaders, consensus group members, and consensus results, so it
is impossible to attack the blockchain system through selfish mining.

6.4 Security under Eclipse Attacks

An Eclipse attack [17] is when an attacker “isolated” a victim node from the normal blockchain
network. When a node is attacked by Eclipse, most of the external contacts of the node are con-
trolled by the malicious node, and the malicious node can further implement attacks such as route
spoofing, denial of service, and ID hijacking. Therefore, the Eclipse attack poses a serious threat
to the blockchain network. In RTChain, the choice of leader is randomly selected by a verifiable
random function in cryptography, and the attacker does not know which of the leader candidates
is the true leader in this round. This makes it almost impossible for an attacker to accurately isolate
the real leader, and the cost of the attack is very large. On the other hand, eclipse attacks may in-
deed reduce consensus efficiency and system throughput by isolating consensus group members,
but the generation and verification of blocks in the system are separate, so the attacker still cannot
initiate attacks such as double payment.

6.5 Security under Double Spending Attacks

Double spending attacks [19, 32] refer to trading one digital asset twice or even multiple times.
That is to say, when a transaction has been issued and has passed through n blocks, the attacker
regenerates a new blockchain in a very short time, making the new chain longer than the previous
blockchain. This allows the attacker to retrieve the spent currency from the previous transaction
and use it for a secondary transaction, because in a blockchain system like Bitcoin, the system
automatically recognizes the longest chain as a valid chain.

RTChain provides strong consistency guarantees. A transaction is released into the block after
it is generated, and once it is added to the chain, it is deterministic and irreversible. No matter how
powerful the attacker’s computing power is, it will not enable our blockchain system to produce
longer branches to complete the double spending attack.

7 EVALUATION

For our prototype, we built an experimental network. We implemented our protocol and we deploy
the nodes on client machines with Intel i7-4600U 2.70GHz CPU, and 16GB RAM. In the experiment
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Table 3. Comparison of Different Blockchain Schemes

System Block Interval Confirmation Time

Bitcoin 10 min 60 min
Litecoin 2.5 min 70 min
Doдecoin 1 min 50 min
Ethereum 0.4 min 15 min
Ourscheme 0.26 min 0.26 min

Fig. 7. The consensus time. Fig. 8. Throughput. Fig. 9. Throughput vs. number

of nodes.

we set up 1,000 nodes; each node has a bandwidth of 20 Mbps, and the block size is 2MB. According
to the number of nodes, we set the initial transaction reputation score and consensus reputation

score of the node to
1

n
, which is 0.001. We set the values of α and β to 0.5; that is to say, in our

experiment, the transaction reputation and consensus reputation have the same weight.
Due to the large span of the WAN, in order to make our experimental results closer to the WAN,

we have increased the round-trip network latency of 200 ms between every two nodes. Although
the network round-trip delay is unlikely to be constant in WAN, adding an average network delay
can also help the following evaluation be closer to the actual operation.

Transaction Confirmation Time. Table 3 is a comparison of our scheme with the four most
widely used blockchain systems in terms of block interval and transaction confirmation time. Ex-
periments show that the Bitcoin system takes 10 minutes to generate a block, but because of the
possible fork, the system needs to wait for the generation of six blocks to reduce the possibility
of invalid transactions. Although the block interval of Bitcoin is artificially set to 10 minutes, in
order to balance the security and efficiency in the blockchain network, it is the best choice af-
ter trade-off. Similarly, Litecoin takes 2.5 minutes to generate a block, and it takes 70 minutes for
a transaction to be confirmed; Dogecoin takes 1 minute and 50 minutes, respectively; Ethereum
takes 24 seconds and 15 minutes, respectively. In our scheme, once the block is generated, the
transactions in the block will be confirmed; the block interval and transaction confirmation time
is 0.26 minute. Therefore, our blockchain system using a reputation-based consensus mechanism
represents a significant performance advantage over these existing blockchain systems.

Consensus Time. Figure 7 shows the consensus time of our scheme. Let n be the number of
the nodes in the system, and we vary n from 500 to 1,000. We have observed that it takes about
8.8 seconds to reach a consensus with 500 participants in the system. When the number of nodes
is increased to 1,000, the time cost of RTChain is 15.6 seconds.

Throughput. In terms of throughput, Figure 8 compares RTChain with Bitcoin, ByzCoin, and
Hyperledger Fabric. We set the block sizes of these systems to 0.5MB, 1MB, 2MB, and 4MB. From
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the figure we can see that the throughput of the Bitcoin system is 2TPS, 3TPS, 7TPS, and 14TPS
under different block sizes; the ByzCoin system [22] is 105TPS, 205TPS, 287TPS, and 428TPS, re-
spectively. Hyperledger Fabric [3] is a permissioned blockchain system that is advantageous in
terms of throughput. Under the above four block sizes, its throughput is approximately 2,785TPS,
2,940TPS, 3,185TPS, and 3,285TPS, respectively. In RTChain, when the block size is 0.5MB, the
throughput is about 1,208TPS, and when the block size is increased to 4MB, the system throughput
can reach 4,131TPS. Figure 9 shows the relationship between the number of nodes and through-
put. We set the block size to 4MB, and experiments show that when the number of nodes increases
from 400 to 1,200, the throughput increases from 1,623TPS to 4,519TPS. The scale of the system
increases with the number of nodes.

From the preceding experiment results, we can see that our protocol is effective and its efficiency
is acceptable in transaction blockchain. In addition, the efficiency of the solution will be greatly
improved after optimizing our code in future work.

8 CONCLUSION AND FUTURE WORK

In this article, we have proposed a reputation system with transaction and consensus incentives,
called RTChain, for e-commerce blockchain. In RTChain, both the consensus behavior and trans-
action behavior of a node will affect its reputation score with an incentive mechanism. We have
improved the consensus mechanism to satisfy the high throughput requirement of e-commerce.
Moreover, RTChain is secure against most of the existing attacks such as flash attacks, self-mining
attacks, eclipse attacks, and double spending attacks and allows nodes that participate in the con-
sensus to fail no more than one-third of the total reputation. Finally, we have built a prototype
of RTChain, and the experimental result shows that RTChain is promising and deployable for
e-commerce blockchains.

This article has shown how to use the reward system to encourage the legitimate behavior of
users. However, this is just the beginning of the reward system research, and there are still many
avenues of research left to pursue in this area, including the number of awards and the mode of
payment, how awards change with the operation of the system, and the detailed description of
smart contracts, which are left to our future work.
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